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Abstract

Specular reflection calculations are one of the essential tasks in computer graph-
ics. Because of the importance of its visual factor and because of the computational
complexity of such calculations, a lot of different approaches and optimization tech-
niques were proposed and are popular throughout the industry. Despite the pop-
ularity of various methods, it is common for game engines to offer only one estab-
lished approach for specular calculations. In this work, we discuss various popular
specular BRDFs and integrate some of them in Unreal Engine 5 in the form of shad-
ing models. That way, we provide users with more than one way to calculate specu-
lar highlights. We also include visual and performance cost analyses of the models
and elaborate on the results.

The modified Unreal Engine source code can be accessed via the link: https:
//github.com/zoriankaH/UnrealEngine (In order to gain access to this repository,
one needs to first request access to the UE source code as is described in the docu-
mentation https://docs.unrealengine.com/5.2/en-US/downloading-unreal-e
ngine-source-code/).

The UE project used in this thesis can be accessed via the link: https://github
.com/zoriankaH/Specular-Models-UE-Test-Project.
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Chapter 1

Introduction

In computer graphics, particularly within animated movie production and game in-
dustries, one of the most crucial problems was always light and shading rendering
techniques. It is a matter of the performance cost as well as a factor that considerably
influences the overall look of the product. With further developments within the in-
dustry regarding the topic, physically based rendering became very popular. Nowa-
days, it is the most used technique for shading calculations. One of the essential ele-
ments that should be included in those calculations in order to be physically based is
Bidirectional Reflectance Distribution Function or BRDFE. Generally, BRDF describes
the way a surface reflects light. Light reflections are composed of diffuse and spec-
ular components. To put it briefly, the diffuse component describes the part of the
reflected light that scatters into the surface and appears as a softer reflection, partic-
ularly seen on rougher surfaces. The specular component is associated with more
intense and mirror-like reflections. The two factors are usually calculated separately
and later combined to create a uniform result. From the detailed research regard-
ing this topic, we concluded that specular components are usually more debatable
among the two, and many engineers use either completely their own or different
from others” approaches. This is partially because, unlike the diffuse component,
specular reflection depends on and changes with the viewer’s location.

There are a few ways to calculate specular BRDF. One of the popular methods
was introduced by Cook and Torrance (1982), and it was based on the microfacet
theory. The main factor that the calculations of such models depend on is the micro-
facet distribution function. As there is no definite method of calculation of this func-
tion and a lot of approaches were proposed throughout time, game and animation
engine creators have to face the problem of choosing the most suitable calculations
for their purpose.

The game engine that is used for this thesis, Unreal Engine, is an open-source
engine and is widely used in the game industry by a number of game studios. How-
ever, because of the way the PBR shading works in Unreal, its users are bound to use
shading calculations that were, to some extent, primarily integrated into the engine
by the Unreal Engine creators. Nevertheless, Unreal Engine provides users with the
ability to create their own shaders and to base them on various available by default
shading models. Indeed, in Unreal Engine 5, there are twelve shading models to
choose from, and some of them are designed to be used for specific cases like the
modeling of hair and foliage. However, even with the use of different models and
shaders, one will not be able to influence the actual shading calculations, and more
in particular, specular reflection calculations, which are almost the same for every
default UE shading model.

This can be a problem if the game creators are aiming for a specific stylized look
which can be achieved only by changing the specular component. That is the rea-
son why, in this work, we decided to implement and add a few additional shading
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models into the engine that will have different from the default specular component
calculations.

In the next Chapter 2, we provide basic information about the topic of specular
calculations. Then in Chapter 3, we review the methods and works on different spec-
ular models that are used in popular movie production and game engines. Based on
this research, we pick a few models that are common and then in-depth explain the
calculations behind each of them. In Chapter 4, we describe the implementation and
integration of those models into the engine. In Chapters 5 and 6, we compare the
usage of different models in Unreal Engine both visually and by performance cost.
Lastly, in Chapter 7, we provide conclusions and discuss possible improvements.



Chapter 2

Background Knowledge

2.1 Physically Based Rendering

As was mentioned in the previous chapter, rendering materials and light reflections
were always important problems in the computer graphics field. Over the years, a
great number of different shading models have been proposed, and they generally
can be divided into two categories: empirical and physically based models. PBR
became more and more popular over time as it has many advantages. If the game
creators do not aim for a photorealistic look, it may seem that making physically
plausible models is too expensive and unnecessary. However, it is not always the
case. For starters, making the core of shading models physically based allows one
to easily utilize this model for different shaders and materials by changing up the
parameters. If the model is empirical, it is harder to experiment with. Empirical
models also do not have a real-life standard to follow, unlike physically-based ones,
so if there is an issue with the model, it may be harder to allocate it. Another point
that Gotanda, Kawase, and Kakimoto (2015) describe in their paper is that the judg-
ment of artists is not typically the best measure for choosing the shading parameters,
and it is better sometimes to limit their possible influence on shading calculations
and make shading parameters correspond to physical units. This is again easier to
achieve using PBR.

2.2 Bidirectional Reflectance Distribution Function

An important element of shading calculations is light reflections. The function that
describes how light reflects off a surface is called Bidirectional Reflectance Distribu-
tion Function, or BRDFE. BRDF takes ingoing and outgoing light direction as well as
some additional parameters that influence the reflectiveness of the surface.

2.2.1 Physically Based BRDFs

In order to be physically based, there are a few rules that BRDF should satisfy.

The first one is Helmholtz reciprocity, and it accounts for the function being
bidirectional, meaning the incoming and outgoing light directions can be swapped
places, and this should not influence the outcome, including the reflected energy.

Another rule is energy conservation, which states that if a surface is perfectly
non-absorbent and its albedo is fully white, the amount of reflected energy should
be equal to the amount of received energy. There is a relevant study by Boksansky
(2021) where he compares different specular BRDFs. He describes in this work that,
in practice, models are sometimes not perfectly energy-conserving because as long
as the reflected energy is less or equal to the received, it should not stand out too
much visually.
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The last rule is the positivity of BRDF, meaning it should always be greater than
0.

2.2.2 Specular and Diffuse Reflections

The overall reflection is usually calculated by combining the diffuse and specular
BRDFs. The diffuse part corresponds to the light that at first scatters into the sur-
face and later exits the material, reflecting under different from the incoming angle.
Rougher surfaces are usually associated with diffuse reflections. Specular reflection,
on the other hand, is part of the light that is reflected away upon hitting the surface
at the same angle. Smoother surfaces, like perfect mirrors, reflect only specular types
of reflections. In this work, we focus on the specular part of the calculations.

2.2.3 Microfacet Theory

One of the popular ways to calculate specular BRDF is to follow the microfacet the-
ory that was introduced by Cook and Torrance (1982) in their paper. When taking
the microfacet approach, we assume that the surface is made out of a series of mi-
crofacets facing different directions. We assume that only the microfacets whose
normals are equal to the half-angle vector (meaning the vector that bisects the angle
between the view and the light direction vectors) contribute to the specular reflec-
tion. This is the model that will be used as the core base of all models implemented
in this thesis, and its corresponding BRDF is defined as:

D(h)F(v,h)G(l,v,h)
4(n-1)(n-v)

R(l,v) =
Where:
[ - vector that points in a direction of a light source
v - view vector that points in the direction of a viewer
h - half-way vector, lies in between I and v vectors
n - surface normal vector

D here is a normalized microfacet distribution function, and it describes the part
of microfacets that are facing in the H direction and therefore contribute to the spec-
ular lobe. In other words, NDF is the probability density function that the normal
of the microfacet will be oriented towards the needed direction. The distribution
function is the main factor that determines the look of the specular peak.

G here is geometric attenuation factor. G accounts for the part of microfacets
in a sample that do not contribute to the specular lobe due to the mutual masking
and shadowing. Meaning, if the light is reflected off the microfacet but on its way,
is blocked by another microfacet we assume that that reflected light gets lost. It is
observed that in real life, it works a little differently, as some of the light may bounce
back multiple times and eventually contribute to the reflection, but it would be com-
putationally expensive to account for such cases, so instead, we use approximations
like geometric attenuation factors.

F here is a Fresnel term. Fresnel term accounts for the increased intensity of the
reflections near the grazing angles (meaning when the incidence angle approaches
90 degrees). This effect can be vividly seen in the reflections of smoother surfaces like
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water bodies. Fresnel term also accounts for the visual difference between metals
and dielectrics.

The denominator in this formula comes from the derivation of the model and
ensures its normalization.

One parameter in this formula differs from the parameter in the formula derived
by Cook and Torrance - the constant 4 in the denominator. In the formula given by
Cook and Torrance, there was 7 instead. There is an explanation on this matter in
the paper from Walter et al. (2007), where he describes that the reason for that is
that the normalization of the distribution function in Cook and Torrance’s paper is
different from how it is normalized nowadays for most models and that therefore it
is correct to use the constant 4.

2.2.4 Normalization of BRDF

In general, normalization of BRDF is scaling of its intensity to the angular size. For
the BRDF to be correctly normalized, it means that it should be integrated over the
hemisphere. This accounts for the fact that the total amount of energy reflected from
every direction should equal the total amount of received energy. Normalization of
BRDF is also required for it to be correctly energy-conserving, as Sébastien Lagarde
points out in his blog'.

2.2.5 Anisotropic BRDFs

In computer graphics, it is common to characterize materials as either isotropic or
anisotropic. The materials are considered anisotropic when the properties of materi-
als change when measured in different directions. These properties can be physical,
like strength. However, in terms of computer graphics, it is the shape of the specular
highlight that changes. This way, if the material is anisotropic, depending on the
view direction or the rotation and position of the object, the shape of the specular
lobe changes. Some examples of anisotropic materials include hair, brushed metals
and the surface of CDs. Because of their behaviour, BRDFs for anisotropic materials
are different in calculations. Ward (1992) in his paper, proposed an anisotropic spec-
ular model based on Beckmann distribution. Ashikhmin and Shirley (2001) did the
same in their paper but for the Phong model.

Unreal Engine 5 supports anisotropy for some of the shading models. Further-
more, the anisotropic GGX distribution-based BRDF that is used in Unreal for De-
fault Lit (default shading model) anisotropic materials is based on the anisotropic
model described in the article by Burley (2012). In this work, we do not cover
anisotropy in detail and do not add support for it to the implemented models. This
is due to the fact that most of the basic materials, such as metals or plastic, can be
visually replicated using only isotropic models.

Ihttps://seblagarde.wordpress.com/2011/08/17/hello-world/
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Chapter 3

Related Works

3.1 Specular Calculations in Unreal Engine

Since this thesis is conducted on Unreal Engine, we first researched how shading
calculations are done in UE and what specular model is used. Karis (2013), an en-
gineer in Epic Games, in his article about PBR in Unreal Engine, pointed out that
the general choice of what specular model to use was made in favour of the GGX
model. Some of the choices, for example, roughness parameter calculation, were
also adopted from Disney’s (Burley, 2012) model, which is discussed later in the
thesis. As for the geometric attenuation factor, they have changed it in favour of
geometric visibility factor V, which is a geometric attenuation factor divided by the
denominator of the specular BRDF. The idea of using a visibility factor instead of
geometric attenuation was described in the paper by Kelemen and Szirmay-Kalos
(2001), and it is generally a good way to avoid NaN values and division by zero.

Because the paper by Karis (2013) was written about Unreal Engine 4, it is a little
outdated, and some details do not match in the version 5 of UE, which is used for
the implementation in this thesis. For example, in the paper, it is mentioned that
they use the Schlick (1994) approximation of the G factor. However, after analyzing
the source code, we concluded that instead, the optimized Smith version derived for
GGX by Walter et al. (2007) is used. The Fresnel term is also different in this version
from the one explained in the paper. Approximation of the Fresnel introduced by
Schlick (1994) is still used. However, allegedly they no longer use the Spherical
Gaussian approximation as the power and instead use the original power of 5, as it
was introduced by Schlick.

Karis mentioned that the choice to use GGX was made primarily with the feed-
back from artists because the GGX model has a distinguishably longer specular lobe
tail than those models which use Beckmann or Blinn NDFs. The preference for a
longer specular tail is mentioned in several studies, and it appears that the final
choice of the specular model often comes down solely to the artists” preferences and
does not involve much debate over the performance cost differences between mod-
els.

3.2 Specular Calculations in Pixar

Movie production companies such as Pixar usually use offline (meaning not real-
time) rendering to create their product. Such rendering technique is much less per-
formance critical than real-time rendering and therefore enables the use of more
shader parameters and the ability to provide artists with more choice regarding
shading calculations. Pixar rendering pipeline, as described in the related paper by
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Hery and Villemin (2013), provides a choice of multiple specular BRDFs. Further-
more, there are a few isotropic and a few anisotropic versions of specular BRDFs.

One of the models, and the one that is highlighted the most in the article, is Beck-
mann distribution-based BRDF introduced by Beckmann and Spizzichino (1963) in
the relevant study. It is mentioned that this model was favoured due to its simplic-
ity and efficiency. They also mention that it is similar to the Cook-Torrance model,
which was the first introduced microfacet specular BRDF and is one of the models
implemented in this thesis.

Pixar’s BRDF is a little different to the traditional specular BRDF model in a way
that they do not use explicit geometric attenuation factor and Fresnel factor. This
accounts for the mentioned simplicity and efficiency of their BRDFE.

One other factor that is referenced a lot in the explanations of the BRDF in the pa-
per is the white furnace test. The white furnace test was introduced by Heitz (2014),
who described that it is a good way to test if the BRDF is energy-conserving. The
idea is to create a white sphere and illuminate it with light in all directions: if it con-
serves energy correctly, the sphere will appear fully white. If it appears otherwise,
it would mean that energy either gets lost or is gained during calculations. Because
of its shape, the sphere object is also good to use to help indicate the problem with
energy conservation in case the sphere does not appear fully white.

3.3 Specular Calculations at Disney

Burley (2012) in his paper about physically based shading at Disney mentioned that
in order to find the answers to the questions of which shading models to use, they
conducted a study comparing different types of real-world materials and different
specular models. He mentioned that a few popular choices that use Beckmann,
Blinn-Phong (Blinn, 1977) and Gaussian distribution functions failed to satisfy their
needs as were not realistic enough. He also points out that these three methods pro-
duce very similar results. GGX distribution, as it was derived by Walter et al. (2007),
seemed to produce results the closest to what Disney was aiming for, and so was
primarily chosen as their specular model for the same reason that was described by
Karis (2013) - wider specular lobe tail. For the roughness value, they used the square
value of material roughness, which was also adopted by UE. Although the GGX dis-
tribution was the closest to the desired result by Disney, they concluded that for
some of the materials, the specular tail is still not long enough. Consequently, they
evaluated a few more iterations of the same in its core distribution, including Berry’s
distribution which differs from GGXin that the exponent in Berry’s form is 1 instead
of 2. Considering the results of this experiment, they derived a new form of distri-
bution function called Generalized-Trowbridge-Reitz that has a constant variable in
the exponent. It is said that the optimal values for this variable are in a range [1, 2].
As for the geometric attenuation factor, they found that it has a significant impact
on the directional albedo and how albedo changes near the grazing angles, which is
a factor that represents the amount of energy reflected by the surface. This greatly
impacts the overall look of the objects because surfaces with lower albedo are darker
in colour and vice versa. Disney tested the albedo and the change of reflectance at
grazing angles for multiple different geometric attenuation factors and found that
when using the Smith term for GGX that was derived by Walter et al. (2007), the
material gains extreme reflectance near the grazing angles for shiny surfaces, which
is not natural for the real world materials. Due to that, they at first decided to use
the G term by Walter but remap the roughness parameter to avoid that unwanted
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shininess. Moreover, they linearly scaled the material roughness so that it would be
in the range [0.5, 1] before squaring it to fit the roughness parameter. However, later
a “Specular G revision” was added to the main article where they mentioned that
based on the paper by Heitz (2014), where different specular G approaches were
analyzed in detail, they dropped their original remapping method and concluded
that the previously mentioned problem of extreme shininess could have been a false
conclusion due to the incorrectly measured data samples.

For the Fresnel equation, they decided to take the common approach of using the
Schlick (1994) approximation.

3.4 Specular Calculations in Call Of Duty Production

Hoffman (2010), in the related paper as well as Lazarov (2011) in similar work de-
scribe physically based shading as well as specular calculations used in the devel-
opment of Call of Duty games.

In both papers, the Blinn-Phong distribution is favoured. Lazarov, in his work,
describes the use of Blinn-Phong over the Beckmann distribution as it is cheaper
in terms of performance costs and “visually more intuitive”. Hoffman compares
Phong with the Blinn-Phong distribution. He describes that Blinn’s approximation
of the Phong specular model is actually more physically plausible and produces
more accurate results. Although the model introduced by Phong (1975) was the orig-
inal model, it works acceptably only for perfectly reflective surfaces such as chrome
balls and fails to satisfy the reflections of rougher surfaces. Blinn (1977) proposed to
change the reflection vector used in the Phong model to a half vector, which is the
vector that microfacet normal needs to be facing in order to reflect light. The reflec-
tion vector used in the Phong model, unlike the half vector, does not have a logical
explanation when it comes to microfacet distributions.

After the research, we concluded that Phong specular in its original form is
hardly used nowadays. Consequently, we decided not to implement the original
Phong specular shading model in this thesis and instead implement Blinn-Phong,
which is still widely used for its efficiency.

As for the geometric term, both authors describe the use of the mentioned earlier
geometric visibility factor. In paper by Hoffman (2010), it is described that implicit
geometric attenuation, which results in a visibility factor of value 1, is preferred
due to the lack of additional shading calculations. Although, the visual effect of
this approach is not ideal because the falloff of the specular appears too abrupt and
the reflection quickly becomes too dark. Additionally, both papers include analysis
of multiple other terms, including Kelemen’s approximation of visibility function
(Kelemen and Szirmay-Kalos, 2001) and Schlick-Smith’s (Schlick, 1994) approxima-
tion. However, it seems to be left to the debate if the use of these functions is worth
the additional costs.

The original Fresnel factor in both papers is again substituted for approximation
by Schlick (1994).

3.5 Other Approaches

There are a few more works that we decided are worth mentioning, however, will
not be analyzed in such depth as the previous articles.

In Arnold Renderer, as is described by Langlands (2014), Cook-Torrance specular
model is used.
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Frostbite creators Lagarde and Rousiers (2014) used the GGX distribution func-
tion for their specular along with Smith height-correlated visibility function (which
is the same function that is used in Unreal).

ILM studio (Snow, 2010) used the Cook-Torrance model-based specular in the
production of Iron Man movies.

It appears that the choice of the specular model is not straightforward and that
there are many different variations of specular components used within the same
industries.
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Chapter 4

Method

After the detailed research on the different specular models that are used in com-
puter graphics, we picked three more models, besides the default GGX, that seemed
to have the most visual difference and are widely used. In this chapter, we further
elaborate on each model and the functions we used for the implementation of each
of them.

4.1 GGX Specular BRDF

4.1.1 Specular D

GGX (also known as Trowbridge-Reitz) BRDF is the model that is used in Unreal
Engine by default. GGX distribution was first derived by Trowbridge and Reitz
(1975) in their paper. It was immediately favoured by different experts, including
Blinn (1977), for the distinguishable long specular lobe tail. The formula for GGX
NDF is as follows:

a2

((n-h)?(a®>—1)+1)2

Where a is a roughness parameter that, in this case, is a square value of the sur-
face roughness.

D¢ex(h) = p-

4.1.2 Specular G

Walter et al. (2007) derived Smith masking-shadowing function for GGX distribu-
tion. The visibility factor that was used in UE is described in the work by Heitz
(2014). It is also similar to the one used in the Frostbite engine as described by La-
garde and Rousiers (2014). It is derived as an optimized height-correlated Smith
term for GGX distribution. The formula for it is:

n-ln-o(l—a)+a)+n-l(n-v(1—a)+a)
B 2

It is important to note that the original formula for the height-correlated Smith is
a little different. Although we could not find the exact same formula that is used in
UE elsewhere in the literature, intuitively, its difference compared to the original is
because of the further optimization.

VSmith (Z/ 0, h)

4.1.3 SpecularF

The Fresnel factor used in Unreal Engine is an approximation that was proposed by
Schlick (1994). This approximation quickly became a popular choice to use instead
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of the full Fresnel equation due to its simplicity and the small error that it produces.
Not only is it cheaper than the original equation, but it also does not contain unin-
tuitive parameters like the full formula, so it is far easier to tune for different cases,
which is very important for physically based models. The formula for it is:

Fsenick(0,h) = Fo+ (1 — Fy)(1 — (v - h))°

Where Fj is the reflection at normal incidence. This value is dissimilar for metals
and dielectrics.

There is an article by Hoffman (2010) where he concluded that for most cases,
the Shlick approximation is actually even more precise than the original equation.
Because of how popular the Schlick approximation of the Fresnel is and all the ben-
efits that come with using it, we only use this approximation as a Fresnel term for
all of the models and, therefore, will no further reference the choice of Fresnel factor
in this work.

4.2 Blinn-Phong Specular BRDF

The Blinn-Phong specular model was proposed in the paper by Blinn (1977). He
essentially proposed the optimization of the Phong (1975) model by substituting the
reflection vector used in the Phong model for a half-vector. Although it can not be
said that this model was originally fully based on microfacet theory like the Cook-
Torrance model, Blinn actually mentions the microfacet concept in the paper. The
use of a half-vector in the exponent also suggests a very similar approach to the
microfacet-based models. Nowadays, it is common to see the use of Blinn-Phong
distribution fitted into a microfacet approach, so this is how we are going to imple-
ment it.

4.2.1 Specular D

In order to be correctly normalized, the distribution function should be integrated
over the hemisphere. Following this logic, the next equation should be satisfied:

/O D(h)(n - h)dew(6,¢) = 1

Where D(h) is the distribution function and dw(0, ¢) is a solid angle element.
This integral should then be iterated over every microfacet normal direction.

Using this equation, the normalized Blinn-Phong distribution function is as fol-
lows:

Dgiinn (h) = mT—;Z(

This is the normalized heightfield version of the distribution function, as is men-
tioned in the blog'. This means that it normalizes the projected area of microfacets
onto the macrosurface. Additional cosine (1 - h dot product in this case) in the inte-
gral accounts for that.

m in this formula is the specular exponent of a surface. Specular exponents
control the glossiness of surfaces and generally are different for different BRDFs.
There is a paper by Sawicki (2021) in which different BRDFs and their correspond-
ing glossiness coefficients are compared. He conducted the detailed analysis and,

n-h)™

http://www.thetenthplanet.de/archives/255
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using MATLAB, approximated the conversion functions between the different coef-
ficients that yielded the best results and provided the smallest RMSE. Following the
results of this experiment, the best function to derive the specular exponent for the
Blinn-Phong model using the roughness parameter used in GGX distribution in the
default Unreal Engine model would be:

1.6962
m=—;
Where a is the roughness coefficient of GGX BRDE
However, upon further researching the topic of coefficient conversion, we found
that it is far more common to use the conversion that Walter et al. (2007) described
in his paper on Microfacet Models:

—45

2

This is also the conversion method that Karis uses in his description of Blinn
distribution in the article in his blogz. Because of that, we decided to use the latest
formula.

4.2.2 Specular G

As for the geometric attenuation factor, the Smith integral has no closed-form solu-
tion for the Blinn-Phong distribution. Walter et al. (2007) mentioned that due to its
similarity to the Beckmann distribution (in fact, for certain values, they are almost
identical), it is best to use the geometric attenuation factor derived for Beckmann
distribution:

n-ov
C=m ————————
3.535¢ 4 2.181¢? )
, ifc<1.6
GBeckmann (V) = { 14 2.276¢ + 2.577c2 (4.1)
1, otherwise

However, for further optimization and because of the popularity of this approach,
we use the approximation of the above formula that was introduced by Schlick

(1994):
kzawE
7T

n-o
GSchlick(v) = (1’1 : Z))(l — k) Tk

This is the same approximation that Karis (2013) describes using in UE 4. We
multiply the above function that takes the view vector with the same function that
takes the light vector to form a shadow-masking term as it was proposed by Smith
(1967). We also divide this factor by the denominator of the BRDF equation to form
Visibility Factor. The final formula for it is:

1
Vsmith—scntick(L, v, h) =
Smith Schllck( 4 ) 4((11 . l)(l _ k) + k)((]’l . '0)(1 — k) ¥+ k)
’http://graphicrants.blogspot.com/2013/08/specular-brdf-reference.html
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4.3 Cook-Torrance Specular BRDF

Cook-Torrance BRDF was first introduced by Cook and Torrance (1982), and it was
the first introduced microfacet specular BRDE. All of the models that are imple-
mented in this work and that are described in Chapter 3 are based on the concepts
introduced in this paper.

Cook and Torrance elaborated a lot on the topic of the colour of the specular
lobe. Before, for the models like Phong, it was more so considered to match the
colour of the light source. However, Cook and Torrance conclude that, with some
exceptions, the colour of the specular reflection actually depends more on the colour
of the material. This was also the main concept that helped them to better model
the difference between metals and dielectrics, as the colour of the specular lobe for
metallic surfaces depends more on the colour of the light source. They also discuss
a lot the importance of using bidirectional reflection in order to simulate materials
closely.

43.1 Specular D

As for the NDF, Cook and Torrance mainly discuss the Blinn and Beckmann dis-
tributions. However, they favour the latter as they concluded that it works nicely
for various kinds of materials. The Beckmann NDF, as it was derived in the paper
(Beckmann and Spizzichino (1963)), is:

w2 —
exp(Uy st

mta?(n - h)*

DBeckmmm (h) =

4.3.2 Specular G

For the self-shadowing term, Cook and Torrance describe using the V-cavity ap-
proach. The V-Cavity approach assumes that the surface is made out of a series of
V-shaped cavities that vary in size. On the other hand, Smith’s approach, which was
used in the previous models, describes the surface made out of slopes. In Smith’s
approach, the visibility of microfacets does not matter. However, when using the
V-cavity approach, we assume that only the microfacets that are visible, meaning
have a visible cavity behind them, contribute to the specular highlight. Whether the
cavity is visible is determined by the relation of the half-vector to the cavity angle.
The formula for geometric attenuation factor as it is described by Cook and Torrance
therefore is:

2(n-h)(n-v) 2(n-h)(n-1)
v-h ’ v-h )
We again divide this function by the BRDF denominator to create a geometric
visibility factor.

GCook—Tormnce(l/ o, h) = Wlin(l,

4.4 Burley’s (Disney) Specular BRDF

441 Specular D

Burley’s specular model, or Generalized-Trowbridge-Reitz, as it is named in the pa-
per (Burley (2012)), is based on the GGX model. Disney wanted to provide the ability
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to model a longer specular tail than GGX produced, so they derived the generalized
version, which, unlike the GGX model, did not have a constant of 2 in the exponent
of the distribution function, but instead the variable A:

_ oene-y
Drurtey (1) = S a0 (1 + (= 1) (- 12"

In the paper, it is mentioned that the ultimate values for A are between [1, 2]. For
our purpose, we use the average value of 1.5.

44.2 Specular G

As for the geometric attenuation factor, they used Smith’s factor derived for GGX by
Walter et al. (2007). The visibility factor based on it is:

Vsmin(1,0,h) = (n-v+\/n-v(n-v—n-v*az)+a2)*(n-l+\/n-l(n-l—n-l*a2)+a2)

4.5 Integration of Custom Shading Models in Unreal Engine

Currently, there is little present material regarding the topic of integration of new
shading models into the Unreal Engine. There is no documentation from Epic Games
on the matter as well. There are a few related works on online forums?, ¢, °, but some
of them are outdated, as the shading rendering process changed noticeably with the
introduction of version 5 of UE.

In order to add a new shading model to the engine, one needs to modify the
source code in both C++ and shader files. The first part of this modification is done to
ensure that the new model is visible on the editor level and, therefore, can be chosen
to create new materials. This is done simply by adding additional enumerations
and preprocessor directives to the source code. We also need to add some additional
parameters, such as models” descriptions and debug colours, which can be used in
the Buffer Visualization feature in UE (Fig 4.1).

4.5.1 GBuffer

Some of the modifications also need to be added to ensure that the model will be
able to make use of GBuffer slots later on.

Gbuffer or Geometry Buffer is used in deferred shading and is responsible for
storing information about image rendering. It consists of a series of render targets,
including base colours, normals and metalness of the present geometry (Fig 4.2), that
are combined after the lighting calculations to create a fully rendered image.

In order for our new model to be rendered correctly, we need to assign the
GBuffer information regarding the shading model ID so that later on, when each
pixel is rendered, it can access the information about what shading model to use.
The GBulffer also needs to be fed the information regarding material parameters cor-
responding to the chosen model.

Shttps://dev.epicgames.com/community/learning/tutorials/2R5x/unreal-engine-new-sha
ding-models-and-changing-the-gbuffer

*https://medium.com/@lordned/ue4-rendering-part-6-adding-a-new-shading-model-e29
72b40d72d

Shttps://medium.com/@solaslin/learning-unreal-engine-4-implement-cel-shading-w-o
utline-using-custom-shading-model-in-ue4-22-1-775bccdb9ffb
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(A) Scene view on spheres with different types of materials and shading models in UE5.

(B) Same scene as above but with Shading Model visualization feature turned on.

FIGURE 4.1: Shading Model visualization feature in UE5.

FIGURE 4.2: Buffer visualization feature in UE5.

4,5.2 HLSL Translator

After modifying the C++ part correspondingly, we need to add the new model to the
HLSL translator. The HLSL translator is responsible for translating material graph
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code to the HLSL, which is used to compile shaders for the needed material. There-
fore defining the model to the translator makes it visible to the shader compiler.

We also need to enable the material slots that our model needs to have access to
(such as Base Color, Metallic, and Roughnessé).

4.5.3 Deferred Light Pass

Reflections, as well as all shading calculations, are calculated during the deferred
light pass. The deferred light pass is executed after the base pass, during which the
described before data is fed into GBuffer.

In order to correctly calculate the shading for our custom model, we need to
define the cases when it is used and output BRDF that corresponds to it. In this work,
the only difference between the shading calculations of all models is the specular
component. The diffuse part, as well as model sampling, is based on the Default Lit
shading model calculations.

®https://docs.unrealengine.com/4.27/en-US/RenderingAndGraphics/Materials/Physicall
yBased/
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Chapter 5

Experiments

5.1 Implementation Details

Following the steps described in Section 4.5, we added three new shading models
into the engine: Blinn, Cook-Torrance and Burley specular models. The BRDF com-
ponents used for each model are described in Sections 4.2 - 4.4.

The only issue that occurred during the integration of specular BRDFs is the
normalization of its components. In order to fix it, we added manual clamping of
the dot product values before feeding them into the formulas. That way, we avoid
NaN specular values.

5.2 Shaders and Materials

After these steps, the models were ready for use in Unreal Engine Editor. In order to
create various materials with those models, we first created a simple shader using
Material Editor! named Simple Lit. The shader has support for such basic properties
as Base Color, Metalness, Roughness, Emissive Color and Normal map.

- Details X ¥ Layer Parameters

Q

lar Parameter V

Global Texture Parameter

EEVER

T_Flat_Normal v

€k

NormalMap

Global Parameter

FIGURE 5.1: Properties of a material that uses Simple Lit shader.

Ihttps://docs.unrealengine. com/4.27/en-US/RenderingAndGraphics/Materials/Editor/
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In order to test the models, we wanted to create a few different types of materials
that simulate real-world properties. In particular, metal and plastic (rubber) mate-
rials were essential to test, as they portray unique visual properties and are usually
notably reflective.

To find textures suitable for those materials, we searched the Unreal Engine Mar-
ketplace® for free materials packs. We ended up using the Twinmotion Materials
pack®.

We then created three basic materials using the textures from the pack and Sim-
ple Lit shader:

- Metal material that simulates aluminum.

- Plastic (rubber) material that alongside plastic properties has a dirt mask ren-
dered on top, so it does not appear fully smooth.

- Fully black non-metallic material with a uniform roughness value of 0.5.

FIGURE 5.2: Rows of spheres with described above materials and dif-
ferent shading models. From left to right: Blinn, Cook-Torrance, Bur-
ley and Default Lit (GGX) specular model.

5.3 Visual Comparison of Models

In order to test the visual properties of each model, we first created a simple basic
scene in the editor and added multiple spheres - one for each shading model and
material (Fig 5.2).

We also composed a series of pictures for each material with different shading
models so that they can be vividly compared side to side, as is shown in Fig 5.3 - Fig
5.5.

Although the difference between the models in the previously mentioned figures
is vivid, it is not enough to portray how the use of those models will influence the

’https://www.unrealengine.com/marketplace
Shttps://www.unrealengine.com/marketplace/en-US/product/twinmotion-materials
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FIGURE 5.3: Metal material with different shading models. From
left to right, top to bottom: Default Lit (GGX), Burley, Blinn, Cook-
Torrance specular model.

FIGURE 5.4: Rubber material with different shading models. From
left to right, top to bottom: Default Lit (GGX), Burley, Blinn, Cook-
Torrance specular model.

look and the feel of the actual game scenes. Due to this, we again searched the UE
Marketplace for free-to-use game environments and found the Old West environ-
ment*, which simulates the photorealistic old town. We then added this pack to the
UE project.

For the purpose of comparing visuals of different models, we found the master
(parent) materials of all objects in the scene and simply switched the shading model
to the desired one. We then captured the result for each model (Fig 5.6).

Because the difference between the look of this environment with different mod-
els was not very noticeable, we also tried to search the UE Marketplace for envi-
ronments with more reflective objects and ended up using the Polar Sci-Fi Facility
environment’. It simulates an abandoned facility with a number of metal-like ob-
jects. Following the same procedure as with the previous environment, we captured
its look with different specular models (Fig 5.7).

“https://www.unrealengine.com/marketplace/en-US/product/old-west-learning-project
Shttps://www.unrealengine.com/marketplace/en-US/product/polar-sci-fi-facility
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FIGURE 5.5: Solid black material with different shading models.
From left to right, top to bottom: Default Lit (GGX), Burley, Blinn,
Cook-Torrance specular model.

5.4 Comparison of Models by Performance Costs

Besides the visual difference, in this work, we also wanted to test the performance
cost differences between the models.

One of the popular ways to test performance cost is to compare MSPF (millisec-
onds per frame) values. Unreal Engine has built-in tools in order to do that. There
are several aspects that need to be considered for efficient profiling. Firstly, it is
essential to disable the Smooth Framerate in the UE project settings. This setting
snaps the value to stable numbers to stop sudden value spikes. It is also important
to turn off vertical sync in the computer’s graphics settings. Vertical sync, or VSync,
is responsible for stabilizing the FPS value by synchronizing it with a display’s re-
fresh rate. Lastly, although testing performance in the editor is possible, it is not
ideal because, unlike the game application, there are a lot of additional background
processes running in the editor, so the frame rate is lower. Considering this, we
packaged several versions of the same project with different shading models. We
also added execution of the console command that shows FPS statistics to the level
blueprint. That way, it is possible to get and analyze those values outside of the
editor.

The first performance test was done on the Old West project scene. This envi-
ronment is heavy on geometry, so the average MSPF value is higher. The reason
for comparing the MSPF value over the FPS value is that it is more consistent than
the FPS value and fluctuates not as much. Because the fluctuation is still apparent,
we measured the two nearest whole numbers that the value shifts in between. The
results for the Old West scene can be seen in Table 5.1.

Because this environment does not contain a lot of highly reflective surfaces, we
also conducted the same test but on a scene with more vivid specular highlights. We
created a scene and filled it with statue meshes from the UE starter pack. We then
applied our metal material (Fig 5.3) to the statues and added some additional lights
of different types. Both lights and the complex geometry of the statues increase
the complexity of specular highlight calculations. We added a camera with such an
angle so that it captures all of the statues and then repeated the same procedure as
for the Old West environment. The results can be seen in Table 5.2.
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FIGURE 5.6: Old West scene overview with different models. From
left to right, top to bottom: Default Lit (GGX), Burley, Blinn, Cook-
Torrance specular model.

=1 T e

=TT R

FIGURE 5.7: Polar facility scene overview with different models.
From left to right, top to bottom: Default Lit (GGX), Burley, Blinn,
Cook-Torrance specular model.
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Scene Image Model MSPF

Default
Lit 27-28 ms
(GGX)

Burley 27-28 ms

Blinn 26-27 ms

Cook-

27-28 ms
Torrance

TABLE 5.1: Milliseconds Per Frame comparison for different specular
models of the Old West environment scene.
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MSPF

9.1-93

m

S

9.1-93

S

9.1-93

S

9.193

ms

Model

Default
Li

1

t
(GGX)

Burley

Blinn

Cook-

Torrance

Scene Image

TABLE 5.2: Milliseconds Per Frame comparison for different specular

models of the scene full of metal statues.
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Chapter 6

Results

6.1 Visual Difference

6.1.1 Material Comparison

The visual difference between the materials with different models, as seen in Figures
5.2 - 5.5, is very vivid. Furthermore, the difference between the Burley and GGX
specular models is best seen in the metal material highlight. Burley model produces
the longest tail, as it was described in the relevant article by Burley (2012). According
to the same article, such a model produces results closest to real-world materials.

As for the Blinn and Cook-Torrance models, they both produce much more in-
tense highlights than the GGX model. This is again particularly visible in metal
material. The two models produce very similar results. This is because both the
Beckmann distribution used in the Cook-Torrance model and the Blinn-Phong dis-
tribution are based on the Gaussian distribution function. Although the difference
between the Blinn and Cook-Torrance models is very subtle, it can be noticed in
plastic material (Fig 5.4) as well as in black material (Fig 5.5) - the specular highlight
produced by Cook-Torrance model is slightly more intense.

6.1.2 Environment Comparison

The Old West environment scene (Fig 5.6) looks almost the same despite the specular
shading model. This is most likely due to the fact that the highlights in this particular
scene are mostly composed of the diffuse component. There are almost no smooth
reflective surfaces, so despite the intense lighting, the difference between images is
insignificant. The one image that differs from others is the scene image with Cook-
Torrance shading model. The highlight here appears generally stronger. This can
be mainly observed on the roof of a central building. The reason for that is likely
because the geometric visibility factor in the Cook-Torrance model is based on the
V-cavity approach, as discussed in Section 4.3.2. All other models use the Smith
approach for geometric attenuation.

The same test conducted on the Polar facility environment was expected to pro-
duce a clearer difference due to the metal objects in the scene. However, as seen in
Fig 5.7, the results for different models are again almost the same. The only change
can be observed in the highlight of the metal objects located in the middle of a scene.
Nevertheless, this difference is very subtle, and the general image remains almost
identical.
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6.2 Performance Cost Difference

The measured MSPF values that are to be observed in Tables 5.1 and 5.2 were almost
the same for different models.

The Old West scene results were generally higher, as this scene is complex. How-
ever, because there are not many reflective objects, it can be assumed that specular
highlights were responsible for a little part of these costs. The results measured for
the Blinn model were a little better than for the rest of the models. And while it is
true that, generally Blinn-Phong specular model is less expensive than the alterna-
tives, the difference of one millisecond is very small and can be considered within
error bounds. This statement especially holds if we consider the fluctuation of the
MSPF value.

The scene with statues, on the other hand, shows a much better performance,
therefore, smaller MSPF values. Because all objects in the scene are highly reflective
and there are a lot of lights, we can also assume that specular highlights are respon-
sible for the bigger part of the performance costs. However, the measured values for
this scene were the same for every model. It can be assumed that this scene is too
simple to measure a difference between specular calculations.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

In this work, we added three different specular shading models to Unreal Engine
5 and tested their look with different materials and game environments. We also
compared the performance cost for each model.

The visual difference between the models was generally apparent, and every
model showcased the expected visuals. Although the results for game environments
were not as distinct as for the individual materials, the integration of such models
into the games can be useful for certain game styles and materials. In this work,
we provided the models that both produce softer (Burley) and more intense (Blinn,
Cook-Torrance) highlights as compared to the default GGX specular model. We also
managed to capture the distinction between the models that use different geometric
factor approaches.

During the profiling tests, we did not manage to find a case where specular calcu-
lations considerably influenced the performance costs. It can be concluded that for
the cases that were considered in this thesis, in particular, a complex scene with less
reflective surfaces and a simpler scene but heavier on specular highlights, the choice
of specular calculations in terms of calculations complexity can be overlooked.

7.2 Future Work

Although our version of the integrated Burley model managed to portray the desired
properties and softer reflection, we hard-coded the value of the additional parameter
that was described with the introduction of this model. In order for this model to be
more versatile and to represent its original form closely, it can be useful to add the
ability to set this parameter using the pin in a Material Editor.

We also considered improving the measurement of performance costs by setting
up more complex and heavier on specular reflections scenarios. The use of different
profiling methods, such as shader instruction counts, or GPU statistics analysis may
also be useful to get clearer difference between the models.
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