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## Abstract

Given an undirected unweighted graph, the 2-MaxCut problem can be stated as the problem of partitioning the nodes of a graph into two subsets such that the number of edges between them is as large as possible. It is a well-studied NP-hard and APX-hard problem with applications in various fields, including statistical physics, machine learning and circuit layout design. This thesis investigates the Quantum Approximation Optimization Algorithm for solving the MaxCut problem. We study this approach analytically, show how to implement it on the quantum circuit, hold the experiments on the quantum simulator and the real quantum computer and test how good this algorithm works on graphs of different sizes.
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## Chapter 1

## Introduction

According to the Moore's Law, the number of elements per unit area of a classic computer chip doubles every two years. However, it will cease when the size of the transistors becomes so small that quantum fluctuations become significant and classical electronic elements become unstable. Therefore, it is not surprising that the idea of building a computer, based on the quantum properties of chips, came up. At the same time, this brings up the question: will such quantum computers be able to perform classical algorithms? The answer is yes. In the early 1980s P. Benioff described the quantum mechanical model of the Turing Machine [2]. Based on his study, R. Feynman developed a universal quantum simulator. Besides, D. Deutsch started to work on quantum algorithms and showed that some of them can be exponentially faster than any possible deterministic classical algorithm [3]. This is referred to as quantum supremacy.

Progress has been swift. Nowadays quantum computers are already built by large companies and can be remotely used by every developer. Google currently has the largest quantum processor in the world ( 72 qubits) and IBM plans to have a 1000 -qubit quantum computer by 2023. Furthermore, quantum supremacy was already demonstrated for the first time by Google in 2019 - only 200 seconds were needed for their quantum processor to perform a task, while a classical supercomputer needs 10000 years to solve it [1]. In December 2020 physicists in China demonstrated another example of quantum supremacy. Their quantum computer in 200 seconds did a calculation that takes ordinary supercomputer 2.5 billion years to do [15].

Given this, the search for new quantum algorithms that work better than the classical ones is nowadays very active. The most interesting are NP-hard problems that most likely cannot be solved with classical algorithms in polynomial time. However, solving certain types of these problems can be seen from a new perspective if we take advantage of the quantum nature of the Universe.

One of such NP-hard problems is The Maximum Cut (MaxCut) optimization problem, which is simply formulated as the problem of partitioning the nodes of a graph into two subsets such that the number of edges between them is as large as possible. There also are generalized versions of MaxCut such as n-MaxCut problem, where the the nodes have to be parted into $n$ subsets. Another generalization is a weighted MaxCut, where each edge has a real number weight and the aim is to maximise the sum of weights rather than the number of the edges. This thesis will focus on the unweighted 2-MaxCut problem.

The aim of this work is to solve the MaxCut problem on the quantum computer, using Quantum Approximation Optimization Algorithm, originally proposed by Farhi, Goldstone and Gutmann [4]. We are going to investigate analytically how this algorithm works, implement it on the quantum circuit and test how good it works on graphs of different sizes.

## Chapter 2

## MaxCut Problem

Though simple to state, MaxCut problem is among the first problem proven to be computationally intractable and is one of the Karp's 21 NP-complete problems [9]. MaxCut is also an APX hard problem meaning that, most likely, there is no polynomial time approximation algorithm to solve it [13].

### 2.1 Problem Description

Given an $n$-node undirected graph $G=(V, E)$ with vertex set $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and edge set $E$, a cut $\left\{S_{1}, S_{2}\right\}$ of $G$ is defined as a partition of vertices into two disjoint subsets $S_{1}$ and $S_{2}$. The size of the cut for the unweighted graph is the number of edges between $S_{1}$ and $S_{2}$. Maximum cut is a cut, which size is at least the size of any other cut for the graph $G$.

In consideration of that, the MaxCut problem can be stated as follows: given a unweighted undirected graph $G=(V, E)$, find a maximum cut.

Consider assigning a binary variable $x_{i}$ to each node $v_{i}$. The value of $x_{i}$ is given by the following

$$
\begin{equation*}
x_{i}=1 \text { if } i \in S_{1}, \quad x_{i}=-1 \text { if } i \in S_{2} \tag{2.1}
\end{equation*}
$$

With that in mind, the MaxCut problem can be formulated as an optimization problem

$$
\begin{equation*}
\max \left\{f(x)=\frac{1}{2} \sum_{\{i, j\} \in E}\left(1-x_{i} x_{j}\right)\right\}, \quad x_{i} \in\{-1,1\}, \text { for all } i \in V \tag{2.2}
\end{equation*}
$$

If two vertices are in the same subset, then the sum in $f(x)$ equals to 0 . Conversely, if the nodes are in different subsets, the sum equals to 1 , which means that the edge between these nodes is cut and the overall value of $f(x)$ increases. The more edges are cut - the larger is value of $f(x)$. Hence, MaxCut is an optimization problem, where one tries to maximize the objective function $f(x)$.

Note that in case of MaxCut, maximization problem can be easily turned to a minimization one as follows

$$
\begin{equation*}
\min \left\{f(x)=\frac{1}{2} \sum_{\{i, j\} \in E}\left(x_{i} x_{j}-1\right)\right\}, \quad x_{i} \in\{-1,1\}, \text { for all } i \in V \tag{2.3}
\end{equation*}
$$

Figure 2.1 gives an example. If we cut the graph into the subsets $S_{1}=\{1\}$ and $S_{2}=\{2,3\}$ or $S_{1}=\{1,2\}$ and $S_{2}=\{3\}$, the size of the cut (which is the $f(x)$ value from (2.2)) equals to 1 . If the subsets are $S_{1}=\{1,3\}$ and $S_{2}=\{2\}$, then $f(x)=2$, which is the maximum cut size for this graph.


Figure 2.1: MaxCut example

### 2.2 Applications

While MaxCut is a well studied problem, it is still an interest of research. As well as other NP-hard problems, MaxCut has a major theoretical importance. Apart from that, it has a lot of applications in various fields, like machine learning, computer vision, network science, clustering, statistical physics and circuit layout design.

A great application of the MaxCut problem can be found in the design of very large scale integrated (VLSI) chips. One of the difficulties of this task is a minimization of vertical interconnection area (via) between the layers of the chip. In the general case, this problem is NP-hard. However, it was showed by Kajitani (1980) that the two layer via minimization problem can be solved as a maximum cut problem on a planar graph [8].

## Chapter 3

## Literature Review

As MaxCut problem is NP-hard, there exists no polynomial-time algorithm to solve it exactly, unless $\mathrm{P}=\mathrm{NP}$, which most likely is not true. Therefore, a vast majority of developed algorithms to solve MaxCut are approximation algorithms.

The first of such algorithms with ratio 0.5 was presented in 1976 by Sahni and Gonzales [14]. It is a simple greedy algorithm that iterates through the nodes and on each step decides to which subset assign a vertex $v_{i}$, based on which what maximizes the size of the cut. Since then some researches were done, presenting algorithms with slightly improved performance guarantees of $\frac{1}{2}+\frac{1}{2 m}, \frac{1}{2}+\frac{n-1}{4 m}, \frac{1}{2}+\frac{1}{2 n}$, where $n$ is the number of vertices, $m$ - the number of edges.

In 1994, Goemans and Williamson(GW) developed an algorithm that achieves an approximation ratio 0.878 and has a time complexity $O\left(n^{2} \log (n)\right.$ [6]. It is based on randomly rounding of a solution to semi definite programs and is still considered the state-of-the-art algorithm for the MaxCut problem with a proven approximation ratio.

Many further researches proposed some improvements for solving MaxCut problem. Homer and Peinado gave a parallelized version of GW [7]. Kim and Moon developed a hybrid genetic algorithm(GA) for MaxCut problem, which gives promising results, outperforming GW in many tests [10]. Kim, Yoon and Geem used harmony search algorithm for solving MaxCut, that produced even greater cut sizes than GA [11].

Apart from that, there have been good results achieved for certain types of graphs. Feige, Karpinski and Langberg considered enhancing the GW algorithm with an additional local step that moves misplaced vertices from one side of the partition to the other, until no such vertices are left. They showed that their algorithm obtains an approximation ratio of at least 0.921 for graphs of maximal degree 3, and for 3-regular graphs the approximation ratio is at least 0.924 [5].

## Chapter 4

## Quantum Computing

Before moving on to the QAOA and solving the MaxCut problem on the quantum computer, we will give a brief explanation of the quantum computing basics, needed for the further work.

### 4.1 Quantum State

States of the quantum system are represented with vectors that form a linear space. In Dirac notation they are called ket-vectors and are denoted as $|\psi\rangle$. Note, that $c|\psi\rangle$, where $c$ is a complex number, identifies the same state.

The linearity of vector space represents the principle of superposition in quantum mechanics. If the quantum system can be in the state $\left|\psi_{1}\right\rangle$ or $\left|\psi_{2}\right\rangle$, then it can also be in the state that is a linear combination of this states:

$$
\begin{equation*}
|\psi\rangle=c_{1}\left|\psi_{1}\right\rangle+c_{2}\left|\psi_{2}\right\rangle, \tag{4.1}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are complex numbers.

### 4.2 Operators

In quantum mechanics linear Hermitian operators, which are in fact Hermitian matrices, correspond to any observable, i.e. any quantity which can be measured in a physical experiment.

Linear mapping of the ket-vector $|\psi\rangle$ to $\left|\psi^{\prime}\right\rangle$ can be expressed through applying a linear operator $\hat{A}$ to the state $|\psi\rangle$

$$
\begin{equation*}
\left|\psi^{\prime}\right\rangle=\hat{A}|\psi\rangle \tag{4.2}
\end{equation*}
$$

Consider the eigenvalue equation for the operator $\hat{A}$

$$
\begin{equation*}
\hat{A}|a\rangle=a|a\rangle \tag{4.3}
\end{equation*}
$$

The quantum system in the state $|\psi\rangle$ can always be described by a superposition of eigenstates from (3.3) with some unequal coefficients.

$$
\begin{equation*}
|\psi\rangle=c_{1}\left|a_{1}\right\rangle+c_{2}\left|a_{2}\right\rangle+\ldots+c_{n}\left|a_{n}\right\rangle \tag{4.4}
\end{equation*}
$$

Given that, the measurement postulate of quantum mechanics states the following.

Consider a quantum system in the state $|\psi\rangle$. Then the result of a measurement of a physical quantity $A$, which corresponds to an operator $\hat{A}$, is one of its eigenvalues
$a=a_{1}, a_{2}, \ldots, a_{n}$. At the same time, after measurement, the state vector $|\psi\rangle$ collapses to the eigenstate $\left|a_{n}\right\rangle$ of the $\hat{A}$ operator.
$c_{n}$ in (3.4) is a probability amplitude and $\left|c_{n}\right|^{2}$ is a probability that after the measurement the system will collapse to the corresponding state $\left|a_{n}\right\rangle$.

A simple example of the operators in quantum mechanics are spin- $\frac{1}{2}$ operators. Spin- $\frac{1}{2}$ is an intrinsic property of elementary particles (e.g. electrons) that can be in two possible states. Spin- $\frac{1}{2}$ operators in the matrix notation looks as follows

$$
\begin{equation*}
s^{\alpha}=\frac{\hbar}{2} \sigma^{\alpha}, \quad \alpha=x, y, z, \tag{4.5}
\end{equation*}
$$

where

$$
\sigma^{x}=\left(\begin{array}{ll}
0 & 1  \tag{4.6}\\
1 & 0
\end{array}\right), \quad \sigma^{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

are Pauli matrices.
These matrices are built upon the basis of eigenvectors of $\sigma^{z}$ that can be denoted as

$$
\begin{equation*}
|0\rangle \equiv|\uparrow\rangle \equiv|+1\rangle=\binom{1}{0}, \quad|1\rangle \equiv|\downarrow\rangle \equiv|-1\rangle=\binom{0}{1} \tag{4.7}
\end{equation*}
$$

Pauli matrices act on the vectors (3.7) in the following way

$$
\begin{align*}
\sigma^{x}|\uparrow\rangle & =|\downarrow\rangle, \quad \sigma^{x}|\downarrow\rangle=|\uparrow\rangle  \tag{4.8}\\
\sigma^{y}|\uparrow\rangle & =i|\downarrow\rangle, \quad \sigma^{y}|\downarrow\rangle=-i|\uparrow\rangle \\
\sigma^{z}|\uparrow\rangle & =|\uparrow\rangle, \quad \sigma^{z}|\downarrow\rangle=-|\downarrow\rangle
\end{align*}
$$

### 4.3 Quantum Bit

A basic unit of information in a classical computer is a bit. Classical bit is realized with the classical system that can be in two stable states, that are by convention denoted as 0 and 1 .

The quantum computer operates with an information encoded by quantum bits (qubits) that are the two-state quantum systems. The qubit has states $|0\rangle$ and $|1\rangle$ which can be also viewed as column vectors

$$
\begin{equation*}
|0\rangle=\binom{1}{0}, \quad|1\rangle=\binom{0}{1} \tag{4.9}
\end{equation*}
$$

The ideal classical bit has no other states then 0 and 1 . In contrast, qubit is a quantum system for which the quantum superposition principle holds. Thus, a qubit can be in the state $|\psi\rangle$ that is a linear combination of the basis states $|0\rangle$ and $|1\rangle$.

$$
\begin{equation*}
|\psi\rangle=c_{0}|0\rangle+c_{1}|1\rangle \tag{4.10}
\end{equation*}
$$

This state can be visualized as a vector enclosed inside a Bloch sphere (Figure 3.1), which is state space of all possible qubit state vectors. The vectors are allowed to rotate anywhere on the surface of the sphere, and each vector represents a different quantum state.


Figure 4.1: Bloch sphere

Two qubits can be in the state

$$
\begin{equation*}
|\psi\rangle=c_{00}|00\rangle+c_{01}|01\rangle+c_{10}|10\rangle+c_{11}|11\rangle \tag{4.11}
\end{equation*}
$$

In this stat are encoded four binary numbers at the same time. $n$ qubits encode $2^{n}$ numbers. The quantum computer works with all the $2^{n}$ numbers simultaneously. This property is called quantum parallelism and because of that some problems can be solved on the quantum computer more effective than on the classical one.

## Chapter 5

## Methodology

### 5.1 Mapping MaxCut to the Ising Model

To solve an optimization problem on a quantum computer, we need to turn it into a problem of measurement of a quantum Hamiltonian, which is the system's total energy. Finding maximum cat of the graph can be easily mapped to a problem of maximizing the Hamiltonian of an Ising model.

The Ising model is an example for a lattice spin model. In each lattice site $k$, we consider a spin $\sigma_{k}$ with two possible states: $\sigma_{k}= \pm 1$ (corresponding to $|\uparrow\rangle$ and $|\downarrow\rangle$ ). Nearest sites interact with each other with an energy $J$. If there is no external field interacting with the lattice, the full energy of a spin configuration $\sigma$ is a Hamiltonian

$$
\begin{equation*}
H(\sigma)=-J \sum_{\langle i j\rangle} \sigma_{i} \sigma_{j}, \tag{5.1}
\end{equation*}
$$

where $\langle i j\rangle$ indicates summation over nearest neighbours.
In Chapter 2 we showed that solving the MaxCut problem is maximizing

$$
\begin{equation*}
f(x)=\sum_{\langle i j\rangle \in E}\left(1-x_{i} x_{j}\right), \quad x_{i} \in\{-1,1\}, \tag{5.2}
\end{equation*}
$$

where each edge is counted only once. This can be also expressed as

$$
\begin{equation*}
f(x)=\left(-\sum_{\langle i j\rangle \in E} x_{i} x_{j}+C\right), \quad x_{i} \in\{-1,1\} \tag{5.3}
\end{equation*}
$$

As $C$ is a constant, maximizing $f(x)$ is equivalent to maximizing the sum

$$
\begin{equation*}
-\sum_{\langle i j\rangle \in E} x_{i} x_{j}, \quad x_{i} \in\{-1,1\} \tag{5.4}
\end{equation*}
$$

Consider assigning a spin for each vertex of the graph $G$. One can replace the binary variable $x_{i}$ with the eigenvalues of $\sigma^{z}$ spin operator, which are 1 and -1 . Also assign energy $J$ for each edge ( $J=1$ in case of the unweighted graph). Then the graph will represent the Ising model and maximizing its Hamiltonian

$$
\begin{equation*}
H(\sigma)=-\sum_{\langle i j\rangle} \sigma_{i}^{z} \sigma_{j}^{z}, \quad \sigma_{i}^{z} \in\{-1,1\} \tag{5.5}
\end{equation*}
$$

will be equivalent to maximizing (5.4).
A spin configuration $\sigma$ with a maximal Hamiltonian divides all nodes into two subsets (one with $\sigma_{k}=-1$ and another with $\sigma_{k}=1$ ) that are the solution for the MaxCut problem.

### 5.2 QAOA

We are going now to dive deep into the Quantum Approximation Optimization Algorithm, introduced by Farhi [4]. It is a quantum algorithm that produces approximate solutions for combinatorial optimization problems.

### 5.2.1 Overview

For MaxCut the core idea of QAOA is to find the highest energy state of the system, which is basically a state with the highest energy eigenvalue $E$

$$
\begin{equation*}
H|\psi\rangle=E|\psi\rangle \tag{5.6}
\end{equation*}
$$

Using QAOA we try to guess how this state looks like if we can't solve the Hamiltonian for eigenstates and eigenvalues exactly. For that we can construct a "trial" (also called "guess" or "ansatz") state $\left|\psi^{\prime}\right\rangle$, which is basically a a linear combination of different Hamiltonian eigenstates

$$
\begin{equation*}
\left|\psi^{\prime}\right\rangle=\sum_{n=0}^{\infty} c_{n}\left|\psi_{n}\right\rangle \tag{5.7}
\end{equation*}
$$

The aim is to find such $\left|\psi^{\prime}\right\rangle$ that the expectation value of the energy $\left.\langle | \psi^{\prime}|H| \psi^{\prime}\right\rangle$ for this ansatz is as high as possible. Given that, one can introduce parameters to the trial state $\left|\psi_{0}^{\prime}\left(\gamma_{1}, \gamma_{2}, \ldots\right)\right\rangle$.

Then we can vary parameters within the ansatz are until the energy of the trial state is maximized. The main task in this method is to choose a good trial state with the good set of parameters.

### 5.2.2 Constructing a Trial State for the MaxCat

Consider the initial state of the quantum system, which is a uniform superposition over the basis states of $n$ spins, where $n$ is a number of vertices of the graph

$$
\begin{equation*}
|+n\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{z \in\{-1,1\}^{n}}|z\rangle \tag{5.8}
\end{equation*}
$$

To construct a parameter dependent trial state we choose two parameters: $\alpha$ and $\beta$.

Define a unitary operator $U(C, \alpha)$ that depends on the angle $\alpha$,

$$
\begin{equation*}
U(C, \alpha)=e^{-i \alpha C} \tag{5.9}
\end{equation*}
$$

Here $C$ denotes an cost function to be maximized. Recall that an objective function for the MaxCut problem is a Hamiltonian, that we defined in (5.5).

$$
\begin{equation*}
U(C, \alpha)=\prod_{\langle i, j\rangle} e^{-i \alpha \sigma_{i}^{z} \sigma_{j}^{z}} \tag{5.10}
\end{equation*}
$$

Besides, define the operator $B$, which is the sum of all single bit $\sigma^{x}$ operators,

$$
\begin{equation*}
B=\sum_{j=1}^{n} \sigma_{j}^{x} \tag{5.11}
\end{equation*}
$$

Now we can define a unitary operator $U(B, \beta)$ that depends on an angle $\beta$ and which we will refer as to the mixer operator

$$
\begin{equation*}
U(B, \beta)=e^{-i \beta B}=\prod_{j=1}^{n} e^{-i \beta \sigma_{j}^{x}} \tag{5.12}
\end{equation*}
$$

Given that, we can construct a trial state,

$$
\begin{equation*}
|\alpha, \beta\rangle=U(B, \beta) U(C, \alpha)\left|+_{n}\right\rangle \tag{5.13}
\end{equation*}
$$

Now we can find an approximate solution to the MaxCut problem through maximizing the expectation value of the Hamiltonian

$$
\begin{equation*}
\langle H\rangle=\langle\alpha, \beta| H|\alpha, \beta\rangle \tag{5.14}
\end{equation*}
$$

### 5.2.3 Example for the 2-vertices Graph

Consider assigning a spin for each node of the 2 -vertices graph. Note that if we want to solve MaxCut on the quantum computer, it is, in general, equivalent to assigning a qubit to each vertex.


FIGURE 5.1: Spins assigned to the 2-vertices graph
The Hamiltonian (5.5) for it looks as follows:

$$
\begin{equation*}
H(\sigma)=-\sigma_{1}^{z} \sigma_{2}^{z} \tag{5.15}
\end{equation*}
$$

Maximum of H is at:

$$
\begin{equation*}
\sigma_{1}^{z}=1, \sigma_{2}^{z}=-1 \quad \text { or } \quad \sigma_{1}^{z}=-1, \sigma_{2}^{z}=1 \tag{5.16}
\end{equation*}
$$

Solving MaxCut problem for this graph is trivial but we can use it to explicitly show how QAOA works.

Recall that the eigenstates of $\sigma^{z}$ are demoted as

$$
\begin{equation*}
|0\rangle \equiv|\uparrow\rangle \equiv|+1\rangle=\binom{1}{0}, \quad|1\rangle \equiv|\downarrow\rangle \equiv|-1\rangle=\binom{0}{1} \tag{5.17}
\end{equation*}
$$

Consider now the initial state for the system of two spins

Note that (5.18) is a superposition of all the eigenstates of the Hamiltonian (5.15) and among them there is one or more state which are the solution to the MaxCut problem ( $|\uparrow \downarrow\rangle$ and $|\downarrow \uparrow\rangle$ in case of our graph).

Given that, the trial state (5.13) for this graph will look as follows:

$$
\begin{equation*}
|\alpha, \beta\rangle=e^{-i \beta\left(\sigma_{1}^{x}+\sigma_{2}^{x}\right)} e^{-i \alpha \sigma_{1}^{z} \sigma_{2}^{z}}|+,+\rangle \tag{5.19}
\end{equation*}
$$

Recall that

$$
\begin{array}{ll}
\sigma^{x}|\uparrow\rangle=|\downarrow\rangle, & \sigma^{x}|\downarrow\rangle=|\uparrow\rangle  \tag{5.20}\\
\sigma^{z}|\uparrow\rangle=|\uparrow\rangle, & \sigma^{z}|\downarrow\rangle=-|\downarrow\rangle
\end{array}
$$

Also consider the fact that, with the use of the Taylor series, we can derive

$$
\begin{align*}
e^{i \beta \sigma^{z}} & =\sum_{k=0}^{\infty} \frac{1}{k!}\left(i \beta \sigma^{z}\right)^{k}=  \tag{5.21}\\
& =I+i \beta \sigma^{z}-\frac{\beta^{2} I}{2!}-i \frac{\beta^{3} \sigma^{z}}{3!}+\ldots= \\
& =I \cos \beta+i \sigma^{z} \sin (\beta)
\end{align*}
$$

With that in mind, one can calculate (5.19), applying the operators one by one.

## Step 1

$$
\begin{align*}
|\alpha, \beta\rangle & =\frac{1}{2} e^{-i \alpha \sigma_{1}^{z} \sigma_{2}^{z}}(|\uparrow \uparrow\rangle+|\uparrow \downarrow\rangle+|\downarrow \uparrow\rangle+|\downarrow \downarrow\rangle)=  \tag{5.22}\\
& =\frac{1}{2}\left(e^{-i \alpha}|\uparrow \uparrow\rangle+e^{i \alpha}|\uparrow \downarrow\rangle+e^{i \alpha}|\downarrow \uparrow\rangle+e^{-i \alpha}|\downarrow \downarrow\rangle\right)
\end{align*}
$$

## Step 2

$$
\begin{array}{r}
|\alpha, \beta\rangle=\frac{1}{2} e^{-i \beta\left(\sigma_{1}^{x}+\sigma_{2}^{x}\right)}\left(e^{-i \alpha}|\uparrow \uparrow\rangle+e^{i \alpha}|\uparrow \downarrow\rangle+e^{i \alpha}|\downarrow \uparrow\rangle+e^{i \alpha}|\downarrow \downarrow\rangle\right)=  \tag{5.23}\\
=\frac{1}{2}\left(\left(e^{-i \alpha} \cos 2 \beta-i e^{i \alpha} \sin 2 \beta\right)|\uparrow \uparrow\rangle+\right. \\
+\left(e^{i \alpha} \cos 2 \beta-i e^{-i \alpha} \sin 2 \beta\right)|\uparrow \downarrow\rangle+ \\
+\left(e^{i \alpha} \cos 2 \beta-i e^{-i \alpha} \sin 2 \beta\right)|\downarrow \uparrow\rangle+ \\
\left.+\left(e^{-i \alpha} \cos 2 \beta-i e^{i \alpha} \sin 2 \beta\right)|\downarrow \downarrow\rangle\right)
\end{array}
$$

(5.23) reveals that applying the operators to the initial state, which is a uniform superposition, changes the coefficient before the each state. Recall that these coefficients are probability amplitudes $A_{\phi_{n}}$ and $\left|A_{\phi_{n}}\right|^{2}$ is a probability that the system will be in the state $\phi_{n}$ after the measurement.

For (5.23) the probabilities are:

$$
\begin{align*}
& \left|A_{\uparrow \uparrow}\right|^{2}=\left|A_{\downarrow \downarrow}\right|^{2}=\frac{1}{4}(1+\sin (2 \alpha) \sin (4 \beta))  \tag{5.24}\\
& \left|A_{\uparrow \downarrow}\right|^{2}=\left|A_{\downarrow \uparrow}\right|^{2}=\frac{1}{4}(1-\sin (2 \alpha) \sin (4 \beta))
\end{align*}
$$

Note that the sum of all amplitudes squared, obviously, equals to 1:

$$
\begin{equation*}
\left|A_{\uparrow \uparrow}\right|^{2}+\left|A_{\uparrow \downarrow}\right|^{2}+\left|A_{\downarrow \uparrow}\right|^{2}+\left|A_{\downarrow \downarrow}\right|^{2}=1 \tag{5.25}
\end{equation*}
$$

The expectation value of the Hamiltonian for (5.23) is

$$
\begin{equation*}
\langle H\rangle=\langle\alpha, \beta| H|\alpha, \beta\rangle=-\sin (2 \alpha) \sin (4 \beta) \tag{5.26}
\end{equation*}
$$

One has now to maximize $\langle H\rangle$ to find the state where the energy is the highest. For more complicated graphs we will use some classical optimization algorithms, but as this graph is simple, we can select proper $\alpha$ and $\beta$ manually.

$$
\begin{gathered}
\max \langle H\rangle=1 \\
\text { when } \\
2 \alpha=\frac{\pi}{2}, \quad 4 \beta=-\frac{\pi}{2} \\
2 \alpha=-\frac{\pi}{2}, \quad 4 \beta=\frac{\pi}{2}
\end{gathered}
$$

Given the parameters values, we can now calculate probabilities for each state of the quantum system

$$
\begin{equation*}
\left|A_{\uparrow \uparrow}\right|^{2}=\left|A_{\downarrow \downarrow}\right|^{2}=0, \quad\left|A_{\uparrow \downarrow}\right|^{2}=\left|A_{\downarrow \uparrow}\right|^{2}=\frac{1}{2} \tag{5.28}
\end{equation*}
$$

Therefore, after the measurement, with equal probability the system will be in the state $|\uparrow \downarrow\rangle$ or $|\downarrow \uparrow\rangle$, that are both the solution for the MaxCut problem on the 2 -vertices graph.

### 5.3 Implementing QAOA on the Quantum Computer

For implementation of the MaxCut problem solution on the quantum computer we used Python language and Qiskit, which is an open source SDK for working with quantum computers and composing quantum programs at the level of circuits and pulses. We were also using an IBM Quantum Lab for holding our experiments on the simulators and real quantum devices.

### 5.3.1 Gates

Recall that the state vector for the quantum computer is a system of qubits. To do some calculations one has to apply appropriate unitary operators called gates to the initial state. The final vector state is the result of the calculations. A sequence of quantum gates applied to the n-qubit register is called a quantum circuit.

To build a quantum circuit for the MaxCut problem we will use the following gates

The Hadamard Gate

$$
H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{5.29}\\
1 & -1
\end{array}\right)
$$

Applied to a single qubit in a state $|0\rangle$ or $|1\rangle$ it creates a superposition of it.

$$
\begin{equation*}
H|0\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle), \quad H|1\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \tag{5.30}
\end{equation*}
$$

## The Pauli Gates

$$
X=\left(\begin{array}{ll}
0 & 1  \tag{5.31}\\
1 & 0
\end{array}\right), \quad Y=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad Z=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

These gates correspond to the accordant Pauli matrices. Applied to a single qubit, they perform a rotation by $\pi$ around the corresponding axis.

$$
\begin{align*}
X|0\rangle & =|1\rangle, \quad X|1\rangle=|0\rangle  \tag{5.32}\\
Y|0\rangle & =i|1\rangle, \quad Y|1\rangle=-i|0\rangle \\
Z|0\rangle & =|0\rangle, \quad Z|1\rangle=-|1\rangle
\end{align*}
$$

## The CNOT (XOR) Gate

$$
\begin{align*}
& U_{C N O T}|00\rangle=|00\rangle  \tag{5.33}\\
& U_{C N O T}|01\rangle=|01\rangle \\
& U_{C N O T}|10\rangle=|11\rangle \\
& U_{C N O T}|11\rangle=|10\rangle \tag{5.34}
\end{align*}
$$

Applied to the pair of qubits, this gate performs an X-gate on the second qubit (target), if the state of the first qubit (control) is $|1\rangle$.

The $R_{z}(\theta)$ Gate

$$
R_{z}(\theta)=\exp \left(-i \frac{\theta}{2} Z\right)=\left(\begin{array}{cc}
e^{-i \frac{\theta}{2}} & 0  \tag{5.35}\\
0 & e^{i \frac{\theta}{2}}
\end{array}\right)
$$

Applied to a single qubit, performs a rotation by angle $\theta$ around the z -axis.
The $R_{x}(\theta)$ Gate

$$
R_{x}(\theta)=\exp \left(-i \frac{\theta}{2} X\right)=\left(\begin{array}{cc}
\cos \frac{\theta}{2} & -i \sin \frac{\theta}{2}  \tag{5.36}\\
-i \sin \frac{\theta}{2} & \cos \frac{\theta}{2}
\end{array}\right)
$$

Applied to a single qubit, performs a rotation by angle $\theta$ around the $x$-axis.

### 5.3.2 The Circuit

Now we can implement a quantum circuit to solve the MaxCut problem for a 2vertices graph from section (5.2.3).

Recall that the cost operator we use looks as

$$
\begin{equation*}
U(C, \alpha)=e^{-i \alpha Z Z}, \tag{5.37}
\end{equation*}
$$

where $Z$ is a gate corresponding to the $\sigma^{z}$. In section (5.3.1) we showed that the operator $e^{-i \alpha \hat{Z}}$ can be implemented in gates as the $R_{z}(2 \alpha)$ gate. Equation (5.22) shows that

$$
\begin{align*}
e^{-i \alpha Z Z}|00\rangle & =e^{-i \alpha}|00\rangle  \tag{5.38}\\
e^{-i \alpha Z Z}|00\rangle & =e^{i \alpha}|01\rangle \\
e^{-i \alpha Z Z}|00\rangle & =e^{i \alpha}|10\rangle \\
e^{-i \alpha Z Z}|00\rangle & =e^{-i \alpha}|11\rangle
\end{align*}
$$

Given that, one can derive

$$
\begin{equation*}
e^{-i a Z Z}|a b\rangle=e^{-i(-1)^{a \oplus b} \alpha}|a b\rangle, \tag{5.39}
\end{equation*}
$$

which means that the sign of the exponent depends on the parity of qubits. In the gates this can be implemented as consecutive application of CNOT, $R_{z}(2 \alpha)$ and CNOT gates.
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FIGURE 5.2: Cost operator gates for a 2-vertices graph
The mixer operator we use looks as follows

$$
\begin{equation*}
U(B, \beta)=-i \beta(X+X) \tag{5.40}
\end{equation*}
$$

It can be easily implemented in gates just by applying the $R_{x}(2 \alpha)$ to the each qubit


FIGURE 5.3: Mixer operator gates for the 2-vertices graph

Now one can implement the whole circuit. Recall that the initial state has to be a uniform superposition over all qubits. This can be achieved through applying the Hadamard gate to the each qubit. After applying all the gates, the measurements have to be done.


FIGURE 5.4: Quantum circuit for a 2-vertices graph

## Chapter 6

## Results

### 6.1 Quantum Simulator

The following experiments were done on QASM simulator, provided by Qiskit, that emulates execution of a quantum circuits on a real quantum computer and returns measurement counts.

### 6.1.1 2-vertices Graph

We now can run the circuit we constructed in the previous chapter for a 2-vertices graph. After 1024 iterations of running the circuit with the random parameters, we received the following distribution of states.


Figure 6.1: Distribution of states for the 2-vertices graph with random parameters

This is, obviously, not the correct solution to the problem. Recall that we now have to maximize the objective function, which is the Hamiltonian in case of MaxCut problem to get the optimal parameters. After that one can run the circuit with the optimal parameters.


FIGURE 6.2: Distribution of states for the 2-vertices graph with optimal parameters

Figure 6.2 shows that running the circuit with optimal parameters gives either state 01 or 10 which are the exact solutions for the MaxCut problem for the given graph. These results match with those we received in (5.28), when calculating the probabilities manually.


FIGURE 6.3: Maximum cut solution for the 2-vertices graph

### 6.1.2 5-vertices Graph

We are going now to construct the circuit for the following 5-vertices graph. The exact size of the maximum cut for this graph is 5 .


Figure 6.4: 5-vertices graph
The circuit for 5 qubits looks as follows


FIGURE 6.5: Quantum circuit for a 5-vertices graph

After maximization of the Hamiltonian, running the circuit with optimal parameters gives the distribution of states as on the Figure 6.6.


Figure 6.6: Distribution of states for the 5 -vertices graph with optimal parameters

Given that, the maximum cut here is the cut for the most frequent state (10101).

$$
\text { cut }_{\max }=5
$$



Figure 6.7: Maximum cut solution for the 5-vertices graph
We can also calculate the average cut size from all iterations. For this circuit

$$
c u t_{a v g}=4
$$

Recall that in case of the 2-vertices graph, QAOA gave a perfect solution, where

$$
c u t_{\max }=c u t_{a v g},
$$

meaning that for all of the executions of the circuit the final state was the exact solution for the MaxCut problem. For the 5 -vertices graph the picture is more mixed. The most frequent states are still those, that give the correct maximum cut value (5). However, there is also a relatively high probability to receive states 00110 and 11001, for which the maximum cut value is 4 . It is easy to verify that the lower is a probability to receive a state - the lower is a cut size value for it.

### 6.1.3 Other Graphs

We held the experiments also for the $10-, 20$ - and 25 -vertices graphs. The results are presented in the Table 6.1.

| Number of vertices | Exact max cut | QAOA max cut | QAOA average cut |
| :---: | :---: | :---: | :---: |
| 2 | 1 | 1 | 1 |
| 5 | 5 | 5 | 4 |
| 10 | 13 | 13 | 11 |
| 20 | 25 | 25 | 19 |
| 25 | 32 | 32 | 24 |

TABLE 6.1: QAOA results for diferent graphs

For all of the graphs that we tested, we received a correct maximum cut value. However it can be noticed, that the larger is graph - the larger is the difference between the maximum cut size value and the average cut size from all executions of the circuit. This means that for the really large graphs, there will be a high probability that the final state, received after the measurement, won't be the exact solution for the MaxCut problem.


Figure 6.8: 10-
vertices graph


Figure 6.9: Maximum cut solution for the 10vertices graph


Figure 6.10: 20vertices graph


Figure 6.11: Maximum cut solution for the 20-vertices graph



Figure 6.13: Maximum cut solution for the 25 -vertices graph

### 6.2 Real Quantum Computer

Recall the circuit we constructed for the 5 -vertices graph. After minimization we executed it with the optimal parameters on the real 5 -qubit quantum device available on IBM. After 8192 execution iterations we received the following distribution of states


FIGURE 6.14: Distribution of states for the 5-vertices graph with optimal parameters on real quantum computer

Note that Qiskit uses an ordering where zeroth qubit is the rightmost (the least significant bit in the string). With this remark, we can compare these results with the states distribution from the simulator (Figure 6.6). It is straightforward to verify that the most frequent states are the same for both cases and they are the exact solutions to the MaxCut problem.

## Chapter 7

## Conclusion

This thesis has investigated the Quantum Approximation Optimization Algorithm for solving the unweighted 2-MaxCut problem. We showed in detail how it theoretically works on the 2 -vertices graph. To verify the theory experimentally, we implemented a quantum circuit for this graph and executed it on the quantum computer simulator. The results received, coincide with our calculations. In this work we also held the experiments for the 5-10-20- and 25 -vertices graphs. For all the graphs, the maximum cut size received after running the QAOA is the exact solution for the MaxCut problem. However, our experiments showed that the larger is the graph the higher is a probability that the final state, received after the measurement, won't be the best solution for the MaxCut problem. Nevertheless, the probability distribution for the states demonstrated that, most likely, the maximum cut size obtained, will be still close to the best one. This is a satisfactory result for an approximation algorithm, proving that QAOA has great potential in solving the MaxCut problem.

This thesis was limited in several ways. Firstly, we have only examined how QAOA can be used for solving the unweighted 2-MaxCut problem. However, this approach also fits for the n -MaxCut and weighted graphs. Secondly, we used only one set of parameters $\alpha$ and $\beta$, while in the original paper, Farhi and Goldstone propose to use $p$ sets of parameters and construct the trial state as follows

$$
\begin{equation*}
\left.|\psi\rangle=U\left(B, \beta_{p}\right) U\left(C, \alpha_{p}\right) \ldots U\left(B, \beta_{1}\right)\right) U\left(C, \alpha_{1}\right)\left|++_{n}\right\rangle \tag{7.1}
\end{equation*}
$$

They claim that the quality of the approximation improves as $p$ is increased, so this may become a great modification to the approach, we implemented in this work.

There is also a large space for other future studies on the current topic. One can change or add new operators for constructing the trial state and investigate whether this will lead to better results. These researches should focus on the simplifying the objective function we maximize. Also it can be investigated how different maximization algorithms work with QAOA and how to choose the initial point so that to receive the best optimal parameters. Besides, one can examine how QAOA works on really large graphs. Finally, it is worth highlighting that Quantum Approximation Optimization Algorithm fits for solving not only MaxCut, but also a lot of other combinatorial optimization problems, including various NP-hard problems. Quantum computing is a fast-growing area, where a lot of researches are still to be done and we hope that, among other things, they may help us to see the well-known problems from the new perspective.

## Appendix A

## Implementation

The Qiskit implementation for the QAOA can be found here:
https://github.com/SophiaZhyrovetska/qaoa-maxcut
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