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Abstract

The thesis presents the raspberry quality detection approach based on a convolu-
tional neural network with U-net architecture and compared with PSPnet architec-
ture. The limited possibility to use manual labour when growing, sorting, process-
ing vegetables, fruits and berries in the face of increasing risks of new pandemics
determines the study’s relevance. For the research, a neural network of the U-net
architecture has been chosen based on the narrow focus of the task and small repet-
itive patterns. The neural network of the U-net architecture has proven itself well
in solving problems of image segmentation in biomedical researches. Therefore, the
author decided to expand the scope of this tool to a new area of investigation. The
research is carried out on the data that the researchers have collected for the experi-
ment. The dataset for the experiment has been generated manually based on images
of different varieties of raspberries and various states of raspberry fruits. This re-
search is expected to become a part of the complex robotic system for solving the
problem of manual berry fruits sorting.
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Chapter 1

Introduction

1.1 Description of the industry/domain

Today digital image analysis is widely used in many areas of human life. This inter-
est results from the remarkable development of modern electronics and computer
technology, which in some of their features approaches the technical characteristics
of a human being. Advances in biomechanics have come very close to accurately
mimicking the motor activity of the human brain.

Computer vision as an artificial intelligence domain is one of the most demanded
areas in the modern IT world in its vein. Computer Vision, including Machine Vi-
sion, is the automatic fixation and processing of images, both stationary and moving
objects, using computer tools [Gartner, 2020].

The first attempts to make a computer “see” date back to the early 60s of the 20th
century. However, only in recent years, due to the increase in computing power and
speed of processors, memory volumes, increased resolution and other parameters
of cameras, the development of communication channels bandwidth, as well as the
emergence of technologies such as Machine and Deep Learning, Artificial Intelli-
gence, Computer Vision / Machine Vision technologies find applications in various
spheres and people’s daily activities.

Two factors that determine progress in computer vision are the development of
theory and methods and the development of hardware provision. For a long time,
theory and academic research outpaced the possibilities of CV systems‘ practical
use.

Computer vision tasks include using photos and videos to analyse and under-
stand the processes and phenomena occurring on the objects under study.

Since there is a certain natural complexity in “understanding images”, a visual
object often lacks any causal or dynamic description. There is no physical law or
mathematical equation to describe the semantic content of such an object. Instead,
the variety of bright geometric shapes reflects the information content of the image.

Therefore computer vision tasks are pretty complex and difficult to formalise.
For example, a person solves the problem of classifying objects at the subconscious
level. However, a wide variety of different objects‘ properties (for example, bright-
ness, geometry) and even little variability of images lead to significant difficulties in
developing computer vision algorithms.

For a long time, algorithms that operated on separate images and analysed each
as a separate element distinguished the boundaries, identified the depicted object
and determined its characteristic features. Now, this method is called “classic”. Ac-
cording to [Lin and Davis, 2010, Hashemi et al., 2016], subtasks of CV problems
are contour analysis, template matching, search outside templates, matching by key
points (feature detection, description matching), and data fusion.
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In 2013, there was a real boom in the development of neural networks, which
immediately found wide use in computer vision tasks and machine learning algo-
rithms.

The neural network approach has made a real breakthrough since neural net-
works made it possible to improve analytical algorithms and form expert knowledge
bases to train the relevant neural networks for solving specific problems.

At present neural network technologies are among the most promising direc-
tions for developing artificial intelligence [Gartner, 2019, AIMultiple, 2021, Campos-
Taberner et al., 2020]. Moreover, since they represent a mathematical apparatus that
allows the reproduction of fairly complex dependencies, their use is advisable for
solving complex to formalise tasks. Significantly in case the input data weakly cor-
relates with the output.

Computer vision encompasses image segmentation, object detection, image clas-
sification, tracking moving objects over time, face recognition, optical character recog-
nition, generating images.

In general, CV systems consist of a photo or video camera and a computer which
analysis video, streaming, image files using special software. [Bhargava and Bansal,
2018, Park, JeeSook, and Kim, 2018].

CV image processing systems use techniques such as Machine Learning, Deep
Learning and Neural Networks. These methods mimic the process of recognition
and analysis that takes place in the human brain.

The technology discussed above appears in the agriculture and food processing
industry projects, where artificial neural networks solve many applied problems.
Previously, people solved such problems in an ineffective and costly manual man-
ner. At the moment, neural networks make it possible to implement precision farm-
ing projects, monitor cultivated areas and other natural landscapes, diagnostics of
diseases in plants and animals, control various kinds of human activities.

Therefore, any problem to solve in a specific knowledge area, such as in agri-
culture or agro-processing, has its unique features. Consequently, its solution has
something unique and special. Therefore, upon closer examination, one can find
problem statements for neural networks in each subject area.

Our research is cross-sectoral since it encompasses agriculture, berry growing,
berry processing, and computer vision.

Researchers most often use blueberries and strawberries in their experiments to
recognise the qualitative and quantitative characteristics of berries. Unfortunately,
raspberry quality detection is not enough presented in the research literature, al-
though this berry ranks second in the world market’s sales structure. Moreover,
workers sort it by hand in rooms with a temperature of two degrees below zero
Celsius.

In Ukraine and almost all Eastern European countries, the primary producers
are small private households [Plaza, 2020]. In Western Europe and North America,
the share of small producers fell sharply. Large companies that can compete in the
market replaced them. For example, in Great Britain and Northern Ireland, many
fruit growers became part of the large cooperative K.G. Fruits / Berry Growers. The
leading producer of fresh berries in North America is the DSA Driskol Raspberry
Growing Partnership (Watsonville, Calif.), which markets up to 80 per cent of rasp-
berry production [Plaza, 2020].

Berry fruit production in the Western world has changed significantly over the
past 30 years. If earlier berries were grown mainly for processing, now most of the
products are sold fresh. For example, in Scotland, about 80 per cent of the berry
crop goes to the fresh market [Intelligence, 2020]. It became possible thanks to the
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creation of varieties with hard berries, special refrigeration units and storage facil-
ities, small-capacity containers, air transportation, a streamlined logistics system,
and sales of products to consumers through a supermarket chain. But growing and
sorting berries is a labour-intensive process.

1.2 Motivation

The world is entering an era of pandemics now. In particular, the spread of coro-
navirus limits the ability to use human workers’ work in berry growing and berry
processing. In addition, the shelf life of many berries is limited to a few days after
harvest. For instance, a raspberry fruit structurally is very fragile when compared
to other fruits and berries. Therefore, it restricts sales and increases processing and
storage costs for producers and retailers.

Furthermore, raspberries being a very perishable product, succumb to mildew
as the fruit bruises easily. Berry fruits of low quality, as well as unripe ones, can
provoke a stomach disorder. Mould can spoil a whole lot of raspberries. To be sold,
frozen or canned berries should be even, free from spoiled areas and signs of disease
and rot. Therefore, the producers and retailers are interested in detecting damaged
fruit at an early stage and must inspect the large batches of berries every day. It
is a labour-intensive and time-consuming procedure. Humans‘ ability to recognise
defects becomes inconsistent as they get tired or become distracted. That is why
the research in detecting the quality of food products using optical non-invasive
techniques is relevant.

The applied area of the master’s research is related to solving the problems of
segmentation, classification and categorisation of raspberries based on the use of
convolutional neural networks.

The research aims to develop machine learning methods for image processing in
small samples with an artificially enlarged dataset using the example of segmenta-
tion, classification and categorisation of raspberry images.

1.3 Goals of the master thesis

1. To provide a literature review on artificial neural networks application in agri-
culture and agro-processing to raspberry fruits sorting in particular;

2. To apply CNN technique to raspberry fruits’ quality detection;

3. To determine during the training experiments the most relevant neural net-
work architecture for assessing the quality of raspberries;

4. To develop a real-time semantic segmentation application for detecting rasp-
berry fruits quality with the RGB camera;
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1.4 The master thesis structure

Chapter 2 presents the existing state-of-the-art literature on the artificial neural net-
works‘ application to the development of computer vision algorithms for agricul-
tural products‘ quality detection. In chapter 3, we provide architecture and approach
to the convolutional neural networks‘ building. Chapter 4 describes the dataset of
the research: its preparation, prepossessing before training the model. Chapter 5 de-
scribes the experiments and their results. Chapter 6 sums the study and points out
the prospects for further work in the delineated research domain.
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Chapter 2

Literature review: ANN in berry
growing and processing
(agriculture)

2.1 Methods of berry fruits quality detection

The culture of berry consumption stimulates the demand for quality products and
an increase in supply from producers. To maintain the competitiveness and high
quality of products, producers need to introduce new technologies in the process of
growing berries and post-harvest processing, especially sorting.

During the period from harvest to sale, berries undergo different changes. In
the growth period, the berries accumulate valuable substances. The main task when
storing berries is to create conditions under which the loss of nutrients would be
minimal, and the quality of products would remain the same after harvest. At high
temperatures, there is an accelerated metabolism, loss of moisture, vitamins, organic
substances. Therefore, the fruits overripe and deteriorate faster. So, immediately
after collection, it is crucial to sort berries by quality and cool as quickly as possible
the products intended for short-term (from several days to 1-2 months) or long-term
(from 2 to 10 months) storage. Under these conditions, the workers carry out a final
inspection to sort out the damaged and diseased berries.

The following checks ensure that berries are of appropriate quality and prepared
adequately for transportation:

– Quality check (ripeness, firmness, decay, mould)

– Weight and diameter check

– Temperature control

– Defects check (including amount and seriousness of defects)

– Foreign object contamination

Based on high volumes of products, quality levels, and export contracts, manu-
facturers know that the business is quite complex and requires suitable approaches
and constant quality control.

Traditional approaches to quality control of agricultural products, including berries,
are sensory analysis methods, measurement methods, and physicochemical meth-
ods. Also standard are agronomic methods based on the biological characteristics of
different varieties of berries. The conventional methods for the quality assessing are
far from perfect since this assessment is carried out in the laboratories. Such control
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is time-consuming and resource-intensive, while when harvesting berries, a quick
detection of the quality on-site is crucial.

The review of literature sources [Shrestha and Mahmood, 2019, Ni et al., 2020, Li
et al., 2019, Shen et al., 2018] proves that the conventional approaches to berry fruits
detection are developing in the following directions (Figure 2.1)

FIGURE 2.1: Berry fruits detection techniques

Vis-NIR spectroscopy provides high spectral resolution technology with a small
amount of input data. At the same time, relatively cheap equipment ensures high
analysis efficiency. But lack of spatial resolution is the main disadvantage of the
technique [Li et al., 2019, Manjula and Sudha, 2019].

Hyperspectral imaging provides spectral and spatial resolution simultaneously.
But it needs expensive equipment and a large amount of data while ensuring low
analysis efficiency.

Multispectral imaging gives both spectral and spatial resolution, but the spectral
resolution is lower than hyperspectral imaging.

The laser-induced method produces a quick real-time evaluation at a relatively
low cost. But its spatial resolution is low.

Thermal imaging enables obtaining thermal features of material and spatial in-
formation. But external temperature strongly affects the results, and the technique
needs expensive equipment.

Photoacoustic spectroscopy or imaging provides strong penetrating power since
it goes deep inside material to get in-depth data. But the complex equipment struc-
ture complicates the use of the method.

X-ray techniques have extreme penetrating power, but radiation affects samples
and the environment.

Odour imaging allows the differentiation among chemically diverse analyses,
but gas sensors used in the technique provide poor performance through high power
consumption [Li et al., 2019].

As for the computer vision, it can operate in the spatial dimension unlike spec-
troscopic techniques [Li et al., 2019, Pathan et al., 2020, Manjula and Sudha, 2019]. It
allows the detection of natural objects with high intraclass variability, especially for
heterogeneous samples.
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2.2 CV application in agricultural products‘ quality control

At present computer vision as an artificial intelligence domain has found wide use in
different spheres. Agriculture is a specific sector for its application since it generates
lots of additional data, primarily visual. As it is shown in the studies [Bhargava and
Bansal, 2018, Sidehabi et al., 2018, Ni et al., 2020], machine learning algorithms can
be widely used in agriculture, in particular, to identify spoiled berries.

As the precision farming market promises to grow, there is a likely need to de-
velop better agricultural data processing methods to help farmers make the best
decisions.

Agricultural robotic technology finds its use in planting and harvesting. Video
surveillance helps to monitor livestock and crops. The captured information goes to
the analytical centre for further processing, and, based on the data obtained, a fore-
cast and recommendations are issued to eliminate the identified potential problems.
Assessment of lands and landscapes is carried out through photography, in which
modern algorithms process the resulting images for identification and pattern recog-
nition.

Applications of computer vision in agriculture include plant and leaf disease de-
tection [ Manjula and Sudha, 2019, Boulent et al., 2019, Park, JeeSook, and Kim,
2018, Park, JeeSook, and Kim, 2018], land cover classification [Campos-Taberner et
al., 2020], plant recognition [ Khaki et al., 2020, Akiva et al., 2020, Kamilaris and
Prenafeta-Boldú, 2018, Abdullahi, Sheriff, and Mahieddine, 2017], fruit counting
[Sidehabi et al., 2018, Zabawa et al., 2019, Zabawa et al., 2020] and weed identifi-
cation [Tellaeche et al., 2011, Sudars et al., 2020], berries quality detection [Ni et al.,
2020, Li, Li, and Tang, 2018, Hu, Zhao, and Zhai, 2018].

For years in agro-processing, the berry fruits‘ sorting has been done manually,
which is time-consuming and produces unreliable classification [Sidehabi et al., 2018].
To cope with this problem, researchers [ Kumar, 2020, Pachón-Suescúna, Pinzón-
Arenasa, and Jiménez-Morenoa, 2020, Sidehabi et al., 2018, Wang, Hu, and Zhai,
2018] proposed different solutions based on computer vision applications.

2.3 CNN as a specific approach to CV problems in argo-processing

In general, the most commonly used algorithms of deep learning are feedforward
neural networks, convolutional neural networks, recurrent neural networks, and
generative adversarial networks [Bhargava and Bansal, 2018, Zhu et al., 2018, Long,
Shelhamer, and Darrell, 2015]. Many other sub-categories of deep learning algo-
rithms are derived from them.

These neural networks differ from each other in their structure and application
area [Zhu et al., 2018]. The FNN are suitable for data fitting, pattern recognition, and
classification. RNN efficiently deals with the task of time series analysis, emotion
analysis, and natural language processing. GAN have found their use for image
and video generation. CNN has been applied successfully for image processing,
natural language processing, speech signal recognition.

The use of CNN for deep learning has grown in popularity due to some signifi-
cant determinants in comparison with the rest of deep learning algorithms [Abdul-
lahi, Sheriff, and Mahieddine, 2017, Boulent et al., 2019]:

– CNN eliminates the need for manual feature extraction since it extracts fea-
tures on its own;
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– CNN provides the most up-to-date recognition results;

– CNN enables retraining to perform new recognition tasks, allowing the re-
searcher to use existing networks;

– CNN provide partial resistance to changes in scale, displacement, rotation,
change of perspective and other distortions in images;

Convolutional neural networks as a particular sub-set of deep learning models
and techniques have been applied successfully in different visual imagery-related
tasks in agriculture: precision farming projects, monitoring of cultivated areas and
other natural landscapes; diagnostics of diseases in plants and animals; plant recog-
nition, fruit counting and weed identification, plant phenotyping, land classification,
quality assessment of agricultural products [Kamilaris and Prenafeta-Boldú, 2018].

To provide a holistic view of CNN application in agriculture, especially in berry
cultivation and processing, in this review, we focus on the problems solved with
a CNN, a proven approach, data sources, a path to the formation and processing
of a dataset, and overall accuracy of the model. Also, some authors under research
compared their CNN-based approach with other methods and technologies in terms
of performance (Appendix A.1)

Training artificial neural networks to solve most large-scale problems is quite
time-consuming. At the same time, CNN learns to solve complex problems quickly
due to weight distribution and the use of more complex models that allow massive
parallelisation [Kamilaris and Prenafeta-Boldú, 2018]. Convolutional neural net-
works can improve the likelihood of correct classification when large datasets are
available, representing the complexity of the problem under study. Structurally the
CNN consists of multiple convolutional layers, pooling layers and fully connected
layers. Convolutional layers extract features from input images. In the following
stage, the combining layers scale them down. While fully connected layers function
as classifiers and at the last level use the learned high-level functions to classify the
input images into predefined classes [Long, Shelhamer, and Darrell, 2015, Kamilaris
and Prenafeta-Boldú, 2018]. Therefore CNN convert input signals into features and
then map the features to some target value.

2.4 NN application to image semantic segmentation

Multilevel structure and high trainability of CNN models allow them to perform
classification and predictions exceptionally well in various complex practical prob-
lems.

Researchers [Akiva et al., 2020, Boulent et al., 2019, Abdullahi, Sheriff, and Mahied-
dine, 2017] identify stages of a neural network application to semantic image seg-
mentation and emphasize the importance of a dataset preparation to perform image
segmentation, object classification and object recognition.

In computer vision, based on deep learning algorithms, there are many available
datasets for various tasks and models pre-built on such datasets. However, they
have limited application to solve applied problems.

Open datasets are used to solve and evaluate general scientific problems. Avail-
able datasets are generally not suitable for highly specialized applications in various
fields, especially for fruit quality recognition tasks. However, according to [Kami-
laris and Prenafeta-Boldú, 2018, Bhargava and Bansal, 2018], open datasets help to
broaden the size of a specific dataset, if necessary to increase the model’s accuracy.
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Since high-quality models on small datasets often give poor results. In highly com-
petitive industries, public datasets in terms of completeness and quality are suitable
only for solving experimental tasks. The problem with open datasets is insufficient
data quality and a large number of errors. In addition, the available datasets maybe
so clean that the specificity of the domain under study is lost. If the source data
includes errors, they lead to distorted conclusions, even if the algorithm itself is cor-
rect. However, the purpose of the study rather than formal criteria determines the
dataset quality requirements. The representativeness of the dataset is also essential.

As for the analyzed papers, some authors use datasets from publicly available
resources such as the Kaggle dataset website [Kumar, 2020] and Fruit-16 K [Pachón-
Suescúna, Pinzón-Arenasa, and Jiménez-Morenoa, 2020], and at the same time, re-
searchers [Turaev, Abd Almisreb, and Saleh, 2020, Akiva et al., 2020, Zabawa et al.,
2020, Wang, Hu, and Zhai, 2018, Prakash, 2018] prepared datasets on their own.

Data preprocessing is a crucial stage in building a neural network, since initial
dataset may have different deteriorations. Hence, data preprocessing aims to bring
data to such a state that algorithms can easily interpret their attributes means clean-
ing and organising the raw data set for the ANN building and training since it con-
tains noisy data and missing data.

Image segmentation involves dividing a digital image into different subgroups
of pixels to reduce image complexity and simplify image analysis [PRASAD, 2021,
Sultana, Sufian, and Dutta, 2020]. There are two main types of image segmenta-
tion: semantic segmentation and instance segmentation. A unified version of the
two basic segmentation processes constitutes the third type and is called panoptic
segmentation. Semantic segmentation involves associating each pixel of an image
with a class label. Instead, instance segmentation masks each instance of the object
contained in the image autonomously.

Feature extraction aims at dimensionality reduction. In doing so, the researcher
divides and shrinks the original raw dataset into more manageable groups. Such
large datasets contain a large number of variables. Their processing is very resource-
intensive in terms of computational power. Thus, feature extraction helps the re-
searcher get the best features from large datasets by selecting and combining vari-
ables into elements, effectively reducing the original dataset. These enlarged fea-
tures are easy to handle, but they can still accurately describe the original dataset.

Object recognition is a process that assigns a label to an object based on its de-
scriptor [Long, Shelhamer, and Darrell, 2015, Sultana, Sufian, and Dutta, 2020].

To train convolutional neural networks the researcher divides dataset into a train-
ing dataset and a validation dataset. The training dataset is supposed to train the
neural network, and a validation dataset is used to check its operation. The clas-
sification problem states: there is a set of objects; for some of them, we know to
which classes they belong; for other objects, their class is undefined and requires
their distribution. Alternative approaches to local feature extraction include classi-
cal computer vision methods that do not use training models. These methods search
the image for distinct areas, meeting explicitly specified conditions [Shrestha and
Mahmood, 2019, Bhargava and Bansal, 2018, Zhu et al., 2018].

A convolutional neural network at the input can work with different data types,
for example, audio, video, images, natural language, and quantitative data, since
convolution is a versatile operation, which can be applied to any signal type. As
[Kamilaris and Prenafeta-Boldú, 2018] points out, this leads to the successful appli-
cation of convolutional neural networks in various fields, such as the Internet (for
example, personalisation systems, online chat robots), healthcare, disaster manage-
ment (i.e. identifying natural disasters using images remote sensing), postal services



10Chapter 2. Literature review: ANN in berry growing and processing (agriculture)

(such as automatic address reading), the automotive industry (such as autonomous
vehicles).

2.5 Tools to facilitate the CNN development

A vide variety of special libraries and tools that make it easier for programmers to
work with neural networks have contributed to the explosive growth of deep learn-
ing based on neural networks and have reached the agriculture, berry cultivation
and processing.

There are popular architectures for researchers to use when building their mod-
els instead of starting from scratch [Kamilaris and Prenafeta-Boldú, 2018, Zhu et
al., 2018]. These include VGG, Inceptions, ResNets, MobileNets and others. Every
architecture has different advantages and the most appropriate applications [Kami-
laris and Prenafeta-Boldú, 2018]. All of the above architectures have already been
trained with some dataset and can accurately recognise a specific problem area [Sul-
tana, Sufian, and Dutta, 2020]. Deep learning frameworks allow researchers to save
time and efforts significantly when building a CNN model.

Also, there are frameworks and platforms for experimenting with DL such as
Tensorflow, PyTorch [Kamilaris and Prenafeta-Boldú, 2018].

Some implementations of popular CNN architectures build on transfer learn-
ing [Zhu et al., 2018, Sultana, Sufian, and Dutta, 2020]. Transfer learning uses pre-
existing knowledge of some related problems to improve the learning curve of the
problem under study by tuning pre-trained models. If the researcher has a small
set of training data or needs to solve a complex problem, then it is impossible to
train the network from scratch. Therefore, it is useful to initialise the network with
weights from another pre-trained model. Pre-trained CNNs are models that have al-
ready been trained on some relevant dataset with varying numbers of classes. These
models are then adapted to suit the specific task and the dataset under study [Sudars
et al., 2020, Li, Li, and Tang, 2018].

2.6 Performance metrics and overall accuracy

Performance evaluation of the recognition method is a topical issue in image recog-
nition[Boulent et al., 2019, Akiva et al., 2020]. To obtain the numerical value of the
estimate, scientists use general methods of mathematical statistics and specific in-
dicators used to evaluate machine learning algorithms. One of the most straight-
forward metrics for assessing performance is the percentage of correctly recognized
images [Kamilaris and Prenafeta-Boldú, 2018]. Correct recognition means obtaining
at the output of an algorithm a class corresponding to a predetermined class. For
the assessment, a sample is designed similarly to the training sample but contains
images that the algorithm could not access during training. As a rule, the initial total
sample is divided into two unequal parts (the size of the test sample may differ and
make up 5-30 per cent of the full sample size).

The authors used various performance indicators in the works describing the ap-
plication of convolutional neural networks in agriculture and agricultural products
processing. The most popular is the percentage of correct predictions on a validation
or testing dataset.

Other performance indicators included RMSE, F1 Score, QM, RFC and LC. Most
of the related work used CPs, which tend to be high (i.e., above 90 per cent), indicat-
ing the successful application of CNN to a variety of agricultural problems.
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The literature review has revealed that apart from image classification, convolu-
tional neural networks can be applied for image segmentation and object detection,
which are more advanced problems. Segmentation helps to identify where objects of
different classes are located in the image. A group of scientists [Sultana, Sufian, and
Dutta, 2020] analysed the comparative performance of various architectures of con-
volutional neural networks on some datasets. Table 2.1 compares the performance
metric of mean average precision as Intersection over Union threshold.

Model Year Used Dataset mAP as IoU
FCN-VGG16 2014 Pascal VOC 2012 62.20%

DeepLab 2014 Pascal VOC 2012 71.60%
Deconvnet 2015 Pascal VOC 2012 72.50%

U-Net 2015
ISBI cell tracking

2015

92% on PhC-U373
7.5% on DIC-HeLa

dataset
DialatedNet 2016 Pascal VOC 2012 73.90%

ParseNet 2016
ShiftFlow 40.40%

PASCAL- Context 36.64%
Pascal VOC 2012 69.80%

SegNet 2016
CamVid road scene

segmentation
60.10%

SUN RGB-D indoor
scene segmentation

31.84%

GCN 2017
PASCAL VOC 2012 82.20%

Cityscapes 76.90%

PSPNet 2017
PASCAL VOC 2012 85.40%

Cityscapes 80.20%

FC-DenseNet103 2017
CamVid road scene

segmentation
66.90%

Gatech 79.40%

EncNet 2018
Pascal VOC 2012 85.90%
Pascal Context 51.70%

Gated-SCNN 2019 Cityscapes 82.80%

TABLE 2.1: Comparative accuracy of different semantic segmentation
models in terms of mean average precision as Intersection over Union

[Sultana, Sufian, and Dutta, 2020]

As table shows, U-net and PSPNet architectures demonstrate one of the highest
accuracy levels.

The U-net is the architecture for fast and precise segmentation of images [Azimi,
Eslamlou, and Pekcan, 2020, Sultana, Sufian, and Dutta, 2020, Ronneberger, Fischer,
and Brox, 2015]. It provides higher accuracy for image recognition and has not been
applied before for raspberry quality detection the same as PSPnet model.

Summing up, we can note that there are currently successfully implemented
computer vision projects based on ANN technologies in berry growing and process-
ing. They have shown significant performance for different purposes (fruit count-
ing, berries quality detection, plant recognition, plant and leaf disease detection).
Moreover, the considered examples in Chapter 2 are narrow in profile but can be
scaled to other identical research objects by expanding a posteriori knowledge base
of the developed neural network. Convolutional neural networks are just one of
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the variants of ANN topologies developed by scientists, primarily intended for pro-
cessing images but can be used with different architectures. It significantly expands
the functionality of this tool and enables researchers to implement tasks indirectly
related to images (forecasting dynamics, classification, optimization).
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Chapter 3

Approach to Solution

CNNs are a class of Deep Neural Networks that can recognize and classify particular
features from images and are widely used for analyzing visual images. Their appli-
cations range from image and video recognition, image classification, medical im-
age analysis, computer vision and natural language processing [Gurucharan, 2020].
CNNs were first introduced in the 1980s by Yann LeCun, a postdoctoral computer
science researcher. LeCun had built on the work done by Kunihiko Fukushima, a
Japanese scientist who, a few years earlier, had invented the neocognitron, a very
basic image recognition neural network. But despite their ingenuity, they remained
on the sidelines of computer vision and artificial intelligence because they faced a
serious problem: they could not scale. CNNs needed a lot of data and compute re-
sources to work efficiently for large images. At that time, the technique was only
applicable to images with low resolutions [Dickson, 2020].

3.1 CNN Architecture

CNN application involves a convolution procedure in at least one of its layers. The
neural network architecture consists of multiple parts. In turn, each of these parts
consists of four elements:

– a filter bank called kernels;

– a convolution layer;

– a non-linearity activation function;

– a pooling or subsampling layer;

Each part of neural architecture represents functions as sets of arrays called function
maps. Figure 3.1 gives a typical CNN architecture. It comprises several convolu-
tional stages and fully connected layers, which gives the final output as a classifica-
tion module. The main components of a typical CNN design are presented below.

Filter bank or kernels: each filter or kernel is aimed at detecting a specific char-
acteristic at each entry point, so the spatial transformation of the entry from the
characteristic detection layer will be passed to the output unchanged. According to
LeCune’s definition, in each convolutional layer there is a bank of m1 filters, and
the output signal Y(l)

i of the lth layer consists of m(l)
1 characteristic maps of size

m(l)
2 ×m(l)

3 . The map of the ith object is calculated as follows:

Y(l)
i = B(l)

i +
m(l−1)

1

∑
j=1

K(l)
ij ∗Y(l−1)

j (3.1)
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FIGURE 3.1: General architecture of a convolutional neural network
[Naranjo-Torres et al., 2020].

where B(l)
i denotes the trainable bias parameters matrix, Kl

ij is the filter with dimen-

sions (2h(l)+1
1 × 2h(l)+1

2 ) that connect the jth feature map of (l − 1) layer with ith fea-
ture map of (l) layer, and (∗) is the 2D discrete convolution operator.

Convolution layer: the convolution operation is widely used in digital image
processing where the 2D matrix representing the image (I) is convolved with the
smaller 2D kernel matrix (K), then the mathematical formulation with zero padding
is given by:

Si,j = (I ∗ K)i,j = ∑
m

∑
n

Ii,j ∗ Ki−m,j−n (3.2)

A small sliding filter moves from left to right through the image from top to bottom
during the convolution procedure. The sum of the products between each core el-
ement and the corresponding input element at each location is calculated. This is
a repeatable process and can be replicated using different kernels to generate many
output function maps.

The dimensions of the output feature maps are reduced more than the input
ones. As an alternative, a padding method being applied will keep the same size in
the plane by adding zeros around the entrance and placing the center of the kernel
on the outermost elements [Dash et al., 2020]. In addition, the strides denotes the size
of the passage between two consecutive core positions. Usually a a stride with value
one is chosen, but sometimes a step greater than 1 is used to reduce the resolution of
the feature maps that make up the downsampling.

First, the filter bank issues an output signal, and then a nonlinear activation func-
tion is applied to create activation maps, which determines the behaviour of the neu-
ron output. Only the activated characteristics are carried to the next level. The action
of the activation function is represented as:

φ
(

Y(l)
i

)
= f

B(l)
i +

m(l−1)
1

∑
j=1

K(l)
ij ∗Y(l−1)

j

 (3.3)

The most commonly used types of activation functions for convolutional neural net-
works are as follows:

– Rectified Linear Unit function: it is the most used activation function for con-
volution layers. The ReLU activation function returns its argument x for pos-
itive values, and returns 0 for negative ones. Its derivative equal to 1 when x
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is positive and 0 otherwise [El Jaafari, Ellahyani, and Charfi, 2021]. It is math-
ematically defined as:

f (x) = max(0, x) =
{

0 if x < 0
x if x ≥ 0

(3.4)

– Sigmoid function: it’s curve looks like an S-shape, as shown in Figure 3.2. The
function varies between [0,1]. Therefore it is used to predict a probability as an
output. Mathematically it has the form:

f (x) =
1

1 + e−x (3.5)

– Hyperbolic Tangent function: this function has a similar form to the Sigmoid
function, but the range is [1,1]. The advantage is that it will map a zero value
near zero, and negative values will be mapped strongly negative. Its mathe-
matical definition is:

f (x) = tanh(x) =
2

1 + e−2x − 1 (3.6)

FIGURE 3.2: Curve representations of most used activation functions:
(a) ReLU, (b) Sigmoid, and (c) Hyperbolic Tangent

[Naranjo-Torres et al., 2020]

Pooling layer: it decreases the network’s number of parameters by reducing
convolutional outputs’ spatial size. Additionally, pooling operations contribute to
obtaining an invariant representation of the input’s small translations. The pooling
function can be max or average. Max polling is used more often [Dash et al., 2020].

Max pooling: it determines the maximum value for each patch of the input. The
max-pooling layer saves the total value of each patch by sliding the filter over the
feature map. Mathematically it has the form:

fmax(A) = max
n×m

(An×m) (3.7)

Usually, in a max-pooling layer, a 2×2 filters are applied with a stride of 2. It down-
samples the input by 2 along its dimensions and discards the 75 per cent of the
convolutional outputs.
Average pooling: it calculates the medium value for each patch of the input. The
standard pooling layer downsamples the convolutional activation by dividing the
input into pooling regions and computing their average values. It is mathematically
defined as follows:

fave (A) =
1

n + m

n

∑
i=1

m

∑
k=1

(Ai,k) (3.8)



16 Chapter 3. Approach to Solution

FIGURE 3.3: Examples of pooling operations by using a 2×2 filters
applied with a stride of 2 [University, 2019]

Examples of max and average polling are presented in Figure 3.3
Fully connected layer: The result of convolutional cascades is reduced to a one-

dimensional array and connected to a fully connected layer. The FC layers take
the convolution/pooling process results and use them to classify the image by label
(i.e., class), as in a traditional neural network. Thus, the activation function of the
last layer (i.e. the output layer) calculates the final probabilities for each class, and
it is chosen according to the problem. Typically, classifying several types uses the
Softmax function, where the probability value of each class is in the range [0,1], and
their total sum is 1. Finally, each output neuron selects each of the labels, and the
highest output value corresponds to the classification solution.

3.2 Training Process of CNN

The CNN training aims to optimise layer parameters of a neural network to min-
imise variations between training dataset labels and the output predicted results.
Usually, the backpropagation algorithm is most often used to train a neural network.
The stages of training a neural network using the backpropagation algorithm are as
follows:

1. Select a training set of images, usually obtained in batches with smaller sizes.

2. Send each batch over the network and get the result.

3. Calculate the deviation between the given labels and the predicted output ap-
plying the loss function L.

4. Propagate the error over the network using a backpropagation algorithm.

5. Update the weights K to minimise the error.

6. Redo until converge or reach iterations limit.

To complete the previous steps in CNN training, the researcher must take into ac-
count the following aspects:
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– define the CNN architecture: it consists of defining the number of layers for
each respective type and the size and number of filters for each layer. Archi-
tecture design always depends on the purpose of CNN;

– Loss function: measures the difference between the given ground masks and
the network outputs. For example, the root mean square error function is used,
which is determined by the formula:

L = ∑( target − output )2 (3.9)

Therefore, L must be minimised in order to find the contribution of each weight
and optimise them. The gradient descent algorithm is widely applied for the
minimisation procedure. Mathematically it can be expressed as the partial
derivative of the loss function. Then the process of updating the parameters is
expressed as follows:

Wk = Wk−1 − α ∗ ∂L
∂W

(3.10)

where α indicates the learning rate. The rate of learning as a crucial parameter
should be established before starting the training process. Also, a lower learn-
ing rate may provide more accurate results, but the network may take longer
to train;

– Training dataset: The researcher must divide the available data into three sub-
sets: a training set for training the network, a validation set for evaluating the
model during training, and a test set for evaluating the final trained model.
The lion’s share of CNN structures requires all training data to have the same
shape (that is, dimensions). Hence, data preprocessing is the first step before
the training process to normalise the data.

Another critical point is that the dataset should be balanced, which means the same
number of images for each class. Data Augmentation is a technique which can be
helpful in such case. It involves increasing the amount of training data by per-
forming a series of transformations, such as rotations, translations, and mirroring
[Naranjo-Torres et al., 2020]. It is used for improving the model accuracy and is
often used when there is not sufficient data for training process.

3.3 Metrics and their description

When we evaluate generally a standard ML model, we classify our predicted re-
sults into four classes: true positives, false positives, true negatives, and false neg-
atives. Though, for the image semantic segmentation predictions, it is not contigu-
ously clear what can be counted as a "true positive" and how we can estimate our
predictions. The most widely used are the following metrics:

– The Intersection over Union metric, also known as Jaccard index, is the most
popular metric in object detections, where a trained model outputs a box that
fits perfectly around an object. IoU is defined as a ratio of the number of pixels
common between the ground truth and prediction masks divided by the total
number of pixels present across both masks. If we evaluate results for a few
classes then IOU of each class is calculated and their mean is taken;

IoU =
target ∩ prediction
target ∪ prediction

(3.11)
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The intersection (A∩B) introduces pixels found for both the predicted mask
and the original mask, whereas the union (A∪B) is simply comprised of all
pixels found for both masks [Rezatofighi et al., 2019].

– Another alternative for estimating image segmentation is the Pixel Accuracy
metric. It is calculated as the ratio between the correctly classified pixels, with-
out respect of class, and the total number of pixels.

accuracy =
TP + TN

TP + TN + FP + FN
(3.12)

where true positive characterize a pixel that is correctly predicted to the certain
class according to the ground truth and a true negative depicts a pixel that is
correctly identified as not belonging to the given class. The main drawback of
such metric is that result might look good if one class overpowers the other.
Say for example the background class covers 90 per cent of the input image we
can get an accuracy of 90 per cent by just classifying every pixel as background
[JORDAN, 2018];

– The metric which is often used in classification F1-score is used in image seg-
mentation. The formula for the standard F1-score is the harmonic mean of the
precision and recall. A perfect model has an F-score of 1.

F1 = 2 · precision · recall
precision + recall

(3.13)

Precision is the fraction of true positive examples among the examples that
the model classified as positive. In other words, the number of true positives
divided by the number of false positives plus true positives. Recall, also known
as sensitivity, is the fraction of examples classified as positive, among the total
number of positive examples. In other words, the number of true positives
divided by the number of true positives plus false negatives [Wood, 2020];

– Sparse Categorical accuracy calculates how often predictions match integer la-
bels. This metric creates two local variables, total and count that are used to
compute the frequency with which y_pred matches y_true. This frequency is
ultimately returned as sparse categorical accuracy: an idempotent operation
that simply divides total by count.

3.4 Overview of U-net Convolutional Network

The U-Net is an architecture that Olaf Ronneberger developed for Biomedical Image
Segmentation [Ronneberger, Fischer, and Brox, 2015]. It is considered as one of the
best network for fast and precise segmentation of images [Sultana, Sufian, and Dutta,
2020]. Its architecture is presented in Figure 3.4

The network consists of the convolution operation, max pooling, ReLU activa-
tion, concatenation, upsampling layers operations and three sections: contraction,
bottleneck, and expansion section. The contraction path gets an input, applies two
3X3 convolutions, ReLu layers and 2X2 max pooling. The number of feature maps
increases in two at each pooling layer. The bottleneck layer uses two 3X3 Conv
layers and a 2X2 up convolution layer. The expansion section consists of several ex-
pansion blocks, with each block passing the input to two 3X3 Conv layers and a 2X2
upsampling layer that halves the number of feature channels. In the end, the 1X1
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FIGURE 3.4: U-net architecture. Blue boxes represent multi-channel
feature maps, while boxes represent copied feature maps. The arrows
of different colours represent different operations. [Ronneberger, Fis-

cher, and Brox, 2015]

Conv layer is used to make the number of feature maps the same as the number of
desired segments in the output. U-net uses a loss function for each pixel of the im-
age. This helps in the easy identification of individual cells within the segmentation
map. Softmax is applied to each pixel followed by a loss function. This converts the
segmentation problem into a classification problem where we need to classify each
pixel to one of the classes. The advantage of the architecture is that it combines the
location information from the downsampling path with the contextual information
in the upsampling path to finally obtain general information combining localization
and context, which is necessary to predict a good segmentation map. Also, it does
not have dense layers that allow using of images of different sizes as input [Kızrak,
2019].

3.5 Overview of PSPnet architecture

PSPNet, or Pyramid Scene Parsing Network, is another semantic segmentation model
along with the Unet, which can be trained to classify pixels in a raster. PSPNet model
utilises a pyramid parsing module that exploits global context information by dif-
ferent region-based context aggregation. The local and global clues together make
the final prediction more reliable [Zhao et al., 2017].

PSPNet introduces more context information based on the FCN algorithm. The
global average pooling and feature fusion are implemented, so the feature is pyra-
midal, which is why the paper is called pyramid. The PSPNet algorithm is one of
the most widely used semantic segmentation algorithms. It won the championship
of the scene parsing task in the 2016 ImageNet competition, got the first place on
PASCAL VOC 2012 semantic segmentation benchmark, and the 1st place on urban
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scene Cityscapes data. The mean Intersection Over Union of the algorithm on the
PASCAL VOC2012 test set is 82.6 per cent [PSPNet 2021]. The architecture of PSPnet
can be viewed in in Figure 3.5

FIGURE 3.5: Overview of PSPNet. Input image (a), CNN to get
the feature map of the last convolutional layer (b), pyramid parsing
module is applied to harvest different sub-region representations, fol-
lowed by upsampling and concatenation layers to form the final fea-
ture representation, which carries both local and global context infor-
mation in (c). The representation is fed into a convolution layer to get

the final per-pixel prediction (d). [Zhao et al., 2017]

Firstly, the input image passes through the feature extraction network. The most
important is the next Pyramid Pooling Module which consists of total 4 branches
(red, orange, blue green). In each of them, the feature map is divided into 1x1, 2x2,
3x3, 6x6 sub-regions correspondingly and the average pooling for each sub-region is
performed. Pyramid pooling module allows the network to have an information for
both the global scene and local objects and allows to pay attention to various scales
of objects in a scene. Then 1×1 convolution is performed for each pooled feature
map to reduce the context representation to 1/N of the original one if the level size
of pyramid is N. In the last part of Pooling module the previous pyramid feature
map is concatenated with the original feature map and performed a convolution to
generate the final prediction [Zhao et al., 2017].
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Chapter 4

Dataset description

4.1 Dataset collection

Raspberries are harvested mainly by hand as the fruit is very delicate and must be
handled with great care.

At the same time, mechanized harvesting is widespread in some countries, par-
ticularly in the United States. For example, about 85 per cent of red raspberries
farmers harvest with a harvester in Oregon and Washington[WRRC, 2021]

With a combined harvester, the fruits are removed by shaking off or using ver-
tical vibrating drums with teeth. Vertical drum collectors pick up fruit twigs by
vibrating teeth mounted on a rotating drum. In shakers, the raspberry fruits are sep-
arated from the raspberry receptacles, peduncles and sepals by shaking. The fruits
are collected in the pallet of the machine and then fed to the sorting table Figure 4.1.
It takes 5 to 7 people to make a preliminary quality inspection of collected berries,
depending on the purpose of the product (processing or using whole fresh fruits).

FIGURE 4.1: Manual sorting of raspberries on a harvester conveyor
[WRRC, 2021]

For pre-sale berries preparation or preparation for berries processing, sorting and
inspection tables or conveyors are used Figure 4.2.
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FIGURE 4.2: Manual sorting and final quality inspection of raspber-
ries in a freezing tunnel at a temperature of -2 Celsius [WRRC, 2021]

Some inspection tables are equipped with fluorescent lamps and support wheels
for easy movement of the equipment. Thus, it provides the possibility of a smooth
change of the table height. The speed of the rollers, which directly affects productiv-
ity, is controlled by a frequency converter.

To replicate the industrial raspberry sorting environment as closely as possible,
we used a light background and daylight to prepare the dataset.

The raspberry dataset for our experiment did not exist and was prepared and
composed by ourselves. When forming the dataset, we considered the quality re-
quirements for the raspberry fruits defined in international standards. In particular,
we focused on the Codex Alimentarius [Standards, 2021], the United Nations Eco-
nomic Commission for Europe (UNECE) [UNECE, 2019], United States Standards
for Grades of Raspberries. We also attracted experts from the Agrana Fruit Ukraine
company to visually assess the condition of the berries selected for the experiment.
They helped to identify the following conditions of raspberry fruit in the photo:
molded, fresh, damaged, rotten.

A significant part of the training set was created by capturing images using two
smartphone cameras of different vendors. Twenty-five per cent of dataset images
were downloaded from the internet resources. The camera used for image capturing
has a resolution of 12MP and allows the manually adjusting the ISO value from 50
to 2000. The output is the JPG image of size 4160x3120 and 4032x3024 pixels for both
cameras, respectively. Sizes of JPG images from the internet varies from 240x240 to
600x800 pixels. The colour image can be transformed into three matrices where each
number is a pixel value of each RGB (Red, Green, Blue) channels. For a 600x800 RGB
image we get a 600x800x3 array. Each number can be from 0 to 255.

To get the variety of the images, we collected five different sorts of raspberry
from shops and markets. All raspberries were fresh and without any signs of dam-
age or rotten on the first stage of the experiment. To get different states of spoilage,
we kept the berries in different temperature and moisture conditions. The appear-
ance and condition of the berries gradually changed under the influence of the nat-
ural conditions of the external environment. The dataset collecting process for each
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FIGURE 4.3: Images of spoiled and unspoiled raspberry fruits.

FIGURE 4.4: Sample of images from Internet.
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subset took around twelve – fourteen days. Some sets were kept in the room at the
average temperature, while others in the refrigerator. The signs of rotten started to
appear in five-six days from the beginning of the experiment. Berries were scattered
in one layer on a flat area with white background to make it similar to the sorting
machine line. Once per two days, we captured images rotating the berries to view
the berries from different angles. The camera was held perpendicular from the top
to the berries, and the distance between the camera and surface was about the same
for all images. Lighting conditions are different for some images as the sunlight was
not the same every day while images were captured.

Looking for images from the Internet resources, we used searching images re-
sults from google.com. The keywords for the searches were spoiled raspberry, rot-
ten raspberry, fresh raspberry etc. Keyword in different languages like English,
Ukrainian etc., found more variety of different resources. We had to filter a sig-
nificant part of images as they were with watermarks, had inappropriate format or
background.

Once images from different sources were captured and a sufficient dataset has
been generated, they were transferred from the camera to the local system and
grouped together. As a result, we collected 400 images, including 100 images from
the Internet resources. Please, find examples of captured images in Figure 4.3 and
images from Internet in Figure 4.4

4.2 Image annotation

As it is mentioned [Image Annotation 101 2019], image annotation deals with the
task of annotating an image with labels, typically involving human-powered work
and, in some cases, computer-assisted help. Labels are predetermined by a machine
learning engineer and are chosen to give the computer vision model information
about what is shown in the image [Image Annotation 101 2019]. The process of la-
belling images also helps machine learning engineers to determine the overall preci-
sion and accuracy of their model. With image segmentation, the goal is to recognize
and understand what is in the image at the pixel level. Every pixel in an image
belongs to at least one class.

The most common annotation technique is the bounding box, which is the pro-
cess of fitting a tight rectangle around the target object. Bounding boxes are rela-
tively straightforward. [Petrosyan, 2019]. However, this technique has many draw-
backs:

– it does not allow reaching high human detection accuracy, no matter how
much data you have. Additional noise around the objects included in the seg-
mented box causes this problem;

– the detection is very complicated for occluded objects as the target object cov-
ers less than twenty per cent of the bounding box;

– the dataset should be very large to get high accuracy.

We used Computer Vision Annotation Tool to solve the problems described above
and to get an accurate pixel annotation [CVAT, 2021]. This is a free tool for image
segmentation which has online or offline versions. The online program version re-
quires uploading the set of images on the first stage. In the second stage, the re-
searcher has to define the number of classes which will be used for annotation. We
chose "Spoiled", "Unspoiled" and "Other" classes. "Unspoiled" class includes fresh
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FIGURE 4.5: Images and corresponding annotation outputs from
CVAT.

berry fruits without any sign of damaging, rotten or mold. "Spoiled" class includes
berries with any small sign of spoilage, rotten and mold. "Other" class includes ev-
erything that is not included in "Unspoiled" and "Spoiled" classes.

Polygon annotation allows annotators to plot points on each vertex of the target
object. This annotation method allows all the object’s exact edges to be annotated,
regardless of its shape. This is a slow and time-consuming process where the an-
notator has to go through object edges and carefully select each point manually, but
it allows to avoid the drawbacks with bounding boxes [Petrosyan, 2019]. Down-
loading annotations from the CVAT allows choosing a couple of methods of data in
different formats. CVAT enables the researcher to set the value of each pixel belong-
ing to each class.

Downloading the segmented images, the researcher gets the XML file that con-
tains some metadata and the edge coordinates for each polygon on the image, which
can be used in data processing and calculations. Metadata allowed us to calculate
the share of "Spoiled" and "Unspoiled" objects in our final dataset (please see Figure
4.6 for the reference). Samples of images and their corresponding annotations are
available in Figure 4.5 where the green colour depicts the "Spoiled" class and the
pink colour depicts "Unspoiled" class.
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FIGURE 4.6: Share of spoiled and unspoiled berries in dataset.

4.3 Object size normalization

4.3.1 Objects distribution

The raspberry fruits‘ sizes of different varieties differ considerably in nature. There-
fore the dataset displays objects of natural origin with a solid intraclass visual vari-
ability.

We do not consider recognizing raspberries under unpredictable conditions, as
we prepare a sample for use in industrial situations. Where the dimensions and
geometry of the sorting stand (table, conveyer) are standardized. Accordingly, we
experimentally found that the distribution of raspberries in the dataset and reality
will be the same, so we resize. We collect images for our data set from different
sources: the Internet and our smartphone camera shooting. For the neural network
not to learn signs that will not be a reality, normalization of data to the range that we
will use in practice was applied.

Berry fruits‘ images differ in our data sample because of raspberry sorts, spoiled
berries size decreased day after day, and the height to the camera was not the same
for all images during the capturing process. To make the size of segmented objects
the same for all images, we investigated them building their distribution, taking the
coordinates from the annotation XML file and calculating the average size of each
bounding box’s sum of width and height size. Then, we resized the images to make
sizes of bounding boxes in a specific range. The target size was chosen randomly
for each image from 100 to 200 pixels. After resizing images, we received a new
distribution of bounding boxes sizes for images objects. Further distribution is a
normal one, and now the significant part of berries bounding boxes ranges from 100
to 200 pixels. Increasing the images, we increased the coordinates of each image
object from the XML annotation file to get coordinates related to the resized images.
Please find the distributions of object bounding boxes in Figure 4.7.
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FIGURE 4.7: Distribution of Bounding box sizes before and after im-
ages resizing.

4.3.2 Bounding boxes

The bounding box is a rectangular box determined by the x and y-axis coordinates
in the upper-left corner and the x and y-axis coordinates in the lower-right corner
of the rectangle. After resizing, we defined the bounding boxes of the berries in the
image based on the coordinate information. This process was required to verify the
correctness of our calculations on image increasing and its corresponding annotation
image. OpenCV 4.4.0 library and its methods were used for this purposes [Project,
2021b]. Results of plotted bounding boxes around the image objects are in Figure
4.8.

FIGURE 4.8: Bounding boxes samples.

4.4 Image segmentation

4.4.1 Images smart cropping

Once we resize images and their annotation, the next step of the experiment was to
create smaller parts of large images. Image segmentation, which is quite essential
for computer vision, is introduced as partitioning an image into its regions based on
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some criteria where the regions are meaningful and disjoint. This process is an inter-
mediate step of some recognition objects applications [Zhou, 2015]. Image cropping
in our case is required to achieve the following goals:

– to increase the number of images;

– to improve the model’s learning process by highlighting the region of interest
instead of resizing and losing essential features;

– to apply affine transformation to make objects positioned in different corners
of the patch.

Our research combined cropping of images and centring of objects to avoid patches
in our dataset which does not have many required features, for example, patches
near the edges of the images where a significant part of it is a background. U-net ar-
chitecture allows training model with different image sizes. However, the complex-
ity of calculations significantly increases for the images with the dimension higher
than 400x400 pixels. We defined the size of patches to be 385x385 pixels, taking into
account the restriction that at least one berry on the image should not be cut in this
patch by its edges. We randomly coordinated ten objects or all objects (if their value
was less than ten) on the resized images, masks, and corresponding annotation co-
ordinates. For each object, we calculated the position of its bounding boxes coordi-
nates and shifted them randomly to the top, right, bottom, left side from the centre
but with the restrictions of the patch size and image edges. Python and OpenCV
library were used for programmatical calculations, cropping and saving results. The
names of the images plus iterative number were used for both image’s and mask’s
patches to correspond to each other. As a result of 400 images, we received 3100
patches of the same size and their corresponding masks. Figure 4.9 illustrates sam-
ples of patches which were used for training our model.

FIGURE 4.9: Samples of cropped patches
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4.4.2 Images blending

After all preprocessing methods, cropping, renaming and saving results, we have to
be sure that masks correspond to all images. It is a rather complicated task to make it
visually, comparing file names, their view, thousands of patches and its annotations.
We applied the blending method for each patch and its mask to ensure all the data is
correct for model training for our task. Blending is the composition process of two
or more images and outputting one image with features taken from the input ones
which can be calculated by formula 4.1.

g(x) = (1− α) f0(x) + α f1(x) (4.1)

Where two source images are f0(x) and f1(x) and is from 0 to 1. this operator can be
used to perform a temporal cross-dissolve between two images. The alpha value for
images was taken 0.3 and 0.7 for masks corresponding [Project, 2021a].

The images and corresponding masks were taken from different folders and
blended according to their file names. As a result of the experiment, we received
images to check whether mask contours belong to the objects on the image or not.
Results of blended images and corresponding masks are in Figure 4.10

FIGURE 4.10: Samples of blended patches and corresponding anno-
tations

4.5 Data augmentation

Image augmentation is an effective technique for increasing the size of the dataset
and improving the accuracy of the model. More data is generated based on the
existing dataset. Data augmentation is also relevant to use to prevent overfitting.
The initial image can be modified using geometric transformations, kernel filters,
colour transformation, rotation, resizing, and flipping. To increase our dataset of
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3100 patches, we used the python library ’imgaug’, which provides a large variety
of augmentation techniques [Jung, 2020]. To every patch of our set, we randomly
applied one of the following mechanisms:

– gaussian blur with random sigma between 0 and 0.5 but only blurring 50 per
cent of the image;

– strengthen or weaken the contrast in each image;

– adding Gaussian noise. For 50 per cent of images, we sample the noise once
per pixel, and for the rest 50 per cent we sample the noise per pixel and channel
to change the colour (not only brightness) of the pixels;

– make some images brighter and some darker.

As a result, we received additional 3100 augmented patches, and our dataset counts
6200 image patches and 6200 corresponding annotated files.
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FIGURE 4.11: Original and corresponding augmented patches sam-
ples
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Chapter 5

Experiments and results

5.1 Training experiments and results

We performed our experiments on Windows OS with NVIDIA GeForce RTX 2070
Super 8GB Graphics card and Cuda platform. The card allows us to decrease the
training time of one epoch from 45 minutes to around 100-110 seconds. Tenserflow
2.2.1 and Keras 4.4 were used for training models. For our experiments of a building
model for detection of "Unspoiled" and "Spoiled" raspberries, we chose U-net and
PSP- net models as these models suit for solving our task. They have skip connec-
tions and are able to aggregate features on objects with different scaling from the
largest, like raspberry fruits, to the smallest, like mold damaging.

The dataset for our training model consists of 6200 image patches, including
3200 augmented patches. Images were shuffled before training with the same seed
for two models to compare the same predictions. Images were divided into train-
ing, testing, validation sets in proportion 80%, 10%, 10%. The annotation files are
grayscaled images with three values (0, 1, 2) of png format where each pixel be-
longed to a specific class like 0 - Other, 1 - Good, 2 - Spoiled and encoded to 1-hot
representation.

U-net model was compiled with Root Mean Square Propagation optimizer. The
following Keras callbacks were used: early stopping if the validation loss does not
improve, save the weights only if there is improvement in validation loss, write
accuracy metrics to the history after each epoch.

FIGURE 5.1: Training, validation loss and Categorical accuracy of U-
net NN
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Training the model on the first stage with 50 images without all preprocessing
methods for our dataset in Chapter 4, we received an overfitted model with the ac-
curacy on the validation set 0.66. Training the model with dataset of 6200 patches,
the accuracy increased to 0.97 on the validation set. Visualization of the U-Net train-
ing history with training and validation loss and Categorical accuracy you can see
in Figure 5.1.

We used a batch size of 8. The input size of patches for the model was 320x320
pixels. The predict function of the trained model outputs a (320,320,3) mask with
probability inside it. Then we used argmax function with numpy to convert it to
(320,320,3) true image and visualize results. It takes around one and half hours to
train the model for 50 epochs.

FIGURE 5.2: Wrong predictions of U-net model. a) Input input image
b) Ground truth mask c) U-net prediction

Wrong predictions of U-net model are available in Figure 5.2. For the first sam-
ple bottom right corner was predicted as a "Spoiled" class. The resolution of the base
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image was rather small, and increasing it to the size of other samples caused image
distortion and this effect. For the second sample, the model left some parts as "Un-
spoiled" class as these regions were too far from regions with the mold. In the third
sample, we had just a few samples in the training set of unripe berries. That is why
it was badly recognized. One more example of incorrect recognition is the fourth
case. We annotated berries as a "Spoiled" class even if they had small damages from
any side. In this case, the image was cropped and the damaged region was missed
while the mask of "Spoiled" class was left.

PSPnet model was compiled with Adam optimizer with learning rate equal to
0.001 and Mean Squared Error loss function. The batch size for training was size 4.

FIGURE 5.3: Precision, Recall, F1 metrics and training loss history of
PSPnet NN training

Visualisation of training history and Precision, Recall, F1 metrics are in the Figure
5.3. Training time for 50 epochs was around 1 hour. After 50 epochs, the Precision
values were 0.82 for the training set and 0.88 for the test set. Recall values were 0.76
and 0.78 for train and test sets. F1 score was 0.78 and 0.82 for train and test sets
correspondingly.

Wrong predictions of PSPnet model are available in Figure 5.4. Some regions of
"Unspoiled" class on the first sample is recognized as background. The model is very
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FIGURE 5.4: Wrong predictions of PSPnet model. a) Input input im-
age b) Ground truth mask c) PSPnet prediction

sensitive to light. Shiny regions on the raspberry are recognized as a white colour
similar to white background. The same thing is on the third and fourth samples.
White-coloured mold on the berries is recognized as an "Other" class of background.
On the second sample, we can see many green pixels on the "Unspoiled" and some
red pixels on the "Spoiled" berries. The berries on the sample are sluggish and look
rather similar for the model.

Visual comparison of predicted results of both models can be viewed in Figure
5.5 Both models showed a high accuracy and good prediction results for all classes,
but U-net results are better. This model showed much better results with samples
that are not fresh enough but still have no damaged visual areas. It distinguish better
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berries with white mold and shining regions while PSPnet, in these cases, predicts
some wrong classification of pixels.

FIGURE 5.5: Comparison of U-net nad PSPnet model predictions a)
Input input image b) Ground truth mask c) U-net Prediction d) PSP-

net prediction.

5.2 Real-time semantic segmentation

Semantic segmentation is crucial for our research since we are going to apply the
model in the complex system with the camera for live detection of berry fruits qual-
ity. We received perfect results in our Keras models and defined better results of
U-net architecture. We wanted to check its performance in a more complex system
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like a live web application with a video camera. The benefits of running the model
in the browser from the user’s perspective are that there is no need to install libraries
or packages. It is ready to run with GPU acceleration.

Our web application was created with the modern, widely used framework Re-
act and uploaded to the GitHub repository. The application was decided to be hosted
on the AWS service. To make the process automatic and to be sure that our code
works well, we used CircleCI. CircleCI is a modern continuous integration and con-
tinuous delivery (CI/CD) platform. It automates the build, test, and deployment of
software. After a software repository in GitHub is added as a project to the CircleCI
Enterprise application, every new commitment triggers a build and notification of
success or failure through webhooks with integrations for Slack, Flowdock, or IRC
notifications. We may also configure CircleCI to deploy code to various environ-
ments, including the following [CircleCI, 2021]:

– AWS CodeDeploy;

– AWS EC2 Container Service;

– AWS S3;

– Google Container Engine;

– WS CloudFront.

We chose AWS S3 and AWS CloudFront services as they suit the best for our
task. Amazon Simple Storage Service (Amazon S3) is storage for the Internet. It
has a simple web services interface that we can use to store and retrieve any data
from anywhere on the web. Amazon CloudFront is a web service that speeds up
distributing our static and dynamic web content, such as .html, .css, .js, to users.
CloudFront delivers content through a worldwide network of data centres called
edge locations with the best possible performance. To configure the Cloudfront to
deliver your content, you specify origin servers, like an Amazon S3 bucket, from
which CloudFront gets your files which then is distributed all over the world [AWS,
2021].

There are other tests/checks which can be added to the pipeline like unit test,
integration test, functional tests, code style. For our application, we created the
pipeline, given in Appendix B.1. Processes in CicrcleCI can be configured to run
in parallel or dependently on the success pass of other tasks. In the first stage, we
check if we can build the application successfully. Secondly, we check in parallel lint-
ing and prettier rules. These processes check if the stylistic rules of the project code
syntaxes are correct. Developers who work with one project can set their own rules
in their code editors. However, it is vital to have the same rules in the project for
all contributors to see the correct difference in committing branches with the master
branch. In the next stage, we checked project unit tests to ensure that the logic of
required processes is not broken and the code with failed tests does not appear in
the production. Deploying to the AWS S3 and Cloudfront services, publishing to the
docker-hub image can be performed if all previous steps passed successfully. Other-
wise, the pipeline stops running on the failed process. The last step is the notification
via slack. We should not track manually how steps are passing in the pipeline. When
all steps are passed, or one of the tasks failed—an appropriate message appears in
the Slack channel. At the current stage of the project, it takes around three and half
minutes to pass all checks and deploy the changes to the production after pushing
a commitment to the git. After setting up the project and deployment pipeline, we
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moved to the implementation of our main task. Tenserflow.js and Keras are mod-
ern and popular technologies, and they can be combined. TenserflowJS has broad
functionality, which ensures compatibility with other similar tools. In the future, it
seems that we can do machine learning models across various platforms, languages
and devices and optimise them to the situations where it suits most of all. Keras
models are typically saved as HDF5 format file, and this format is not web-friendly.
TensorFlow.js converter is an open-source library that provides a tool which is called
a tenserflowjs_converter. We can use it to convert our Keras model in the form
that TenserflowJS can utilise.

tensorflowjs_converter \
- -input format=keras \
/tmp/my_keras_model.h5 \
/tmp/my_tfjs_model

where tmp is a folder containing Keras model and /tmp/my_tfjs_model is a path
to the folder where a converted model appears.

Except of model.JSON file, my_tfjs_model folder contains a set of shared weights
files in a binary format. These additional files are to enable faster repeat loading by
the browser. In addition, the files are below the typical cash size loading, so they
are likely to be cached for sub calls when we are serving them. After converting
our model, its size decreased from 24 Mb to 11.8 Mb. Tensorflow.js models have
to be served through a javascript load URL. It can be loaded using the command
t f .loadModel(), setting up the URL’s parameters where the model is hosted, and
TensorFlow does the rest. Since the model operates on the client-side using JSON
files, it is not an exceptional case to secure the model. Setting up the camera and
streaming the video of the project, we perform the following steps:

– check if data is available;

– get video properties in the project;

– set video width and height according to the required model input data;

– make a model prediction;

– draw prediction in the canvas adding specific colours to corresponding classes.

Since the raspberry season has not started yet and there is no sample, we exper-
imented on pictures from a laptop. Then, we swiped and filmed it with a video
camera on the application of another computer. The camera used in the experiment
is A4Tech full HD 1080p. Computer RAM is 32 GB. Video of the experiment is avail-
able via [Blagodyr, 2021]
From our experiment, we can conclude that it works relatively fast on the machine
with 32GB RAM, and there is a slight delay in less than half of a second, which is
required for the image reconstruction in the browser. However, the model is pretty
fast and recognises correctly "Unspoiled" and "Spoiled" raspberries. Nevertheless,
running the project on the laptop with RAM 8 GB took a longer time, around one
and half seconds, to display the predicted result. Another important thing is that
the model in web application scope is susceptible to the surrounding light. Lighting
fluctuations add more noise, and the model predicts more often "Unspoiled" berries,
like "Spoiled" ones, but it still detects well the raspberry objects.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

The thesis investigates theoretical and practical issues related to quality control of
agricultural products using computer vision and machine learning algorithms on
the example of raspberries. The focus of our study was the problem of image objects’
classification using semantic segmentation. The main conclusions and suggestions
are as follows:

1. Each case of CNN application has its peculiar features, which require a spe-
cific data collection. Our composing dataset has been preprocessed with the
following techniques: getting image annotations, object size normalization,
images smart cropping, images blending, data augmentation. The mentioned
approaches allowed us to get high accuracy and visual predictions of trained
U-net and PSPnet models, while both neural networks have some limitations.
Output results of U-net model turned out better than PSPnet ones;

2. Combining Keras and Tenserflow.js technologies allowed us to create a fast
working live video segmentation application, which provides new opportuni-
ties for semantic segmentation in the fields where it can be used. The appli-
cation successfully detects all three classes of raspberry fruits. It may be used
in production conditions as a detector of a spoiled raspberry just opening the
browser and setting up the camera.

3. Our model demonstrates poor results on samples not sufficient in the training
set (like unripe berry), images with low resolution which were significantly re-
sized, images with shadows and pieces related to both classes, like Spoiled and
Unspoiled. But, both architectures accurately detected raspberry berries with
obvious signs of spoilage or fresh berry fruits without any signs of spoilage.

4. The following aspects comprehensively determine the complexity of this re-
search. First, the data used for model training have high intraclass variability.
In addition, the original dataset was small in size. And, the primary study
phase was when the raspberry growing and harvesting period is over in our
climate zone. Secondly, infrastructure development and deployment are the
resource-intensive and time-consuming process, but it is significantly impor-
tant for the production version of the application. Such projects should be
implemented in a cloud environment with appropriate support. It can be built
into embeded devices, but there must be an independent third-party quality
control.
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6.2 Future work

Prospects for further research are determined, among other things, by the limitations
of our current study. In our further research, we are going to use the following
improvements:

– usage of the multispectral camera for dataset preparation and detection to add
additional channels, which will include additional feature field for training the
model and will not influence the complexity of the process significantly;

– illumination is another essential element in the system of computer vision. To
adjust and limit the influence of shadows, we want to set up stationary lighting
and production conditions for the sorting process;

– data augmentation with all possible affine transformations for the outputted
patches, including rotations that have not been applied in our dataset previ-
ously;

– training of the robot with the use of our model to detect and remove berries
from the “Spoiled” class;

– application of the developed approach to other berry fruits.
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Appendix A

Application of DL algorithms in
berry cultivation and processing

Application
area

Problem
description

Dataset
Precision /

Metrics
DL model

used

Berry
fruits

quality
assessment

The concept of
transfer learning

in fruits and
vegetable

quality
assessment,
based on the
pre-trained

CNNs

Authors`
dataset

of images
from 12

fruits and
vegetable

samples. The
overall number

of classes
is 60.

Vgg19 model
achieved the

highest validation
accuracy with

91.50% accuracy
and the ResNet18

model scored
the highest
validation
accuracy

based on the
augmented

dataset
with 91.37%

accuracy.

Pre-trained
DL

models:
AlexNet,

GoogleNet,
ResNet18,
ResNet50,

ResNet101,
Vgg16,

Vgg19, and
NasNetMobile

Precision
berry

cultivation

Simultaneous
segmentation
and counting
of cranberries
to aid in yield
estimation and
sun exposure
predictions

Authors`
CRanberry

Aerial
Imagery
Dataset

Mean Absolute
Error for

countingMean
Intersection over

Union for
segmentation.

Author
defined
Triple-S

Network
based on

U-net

Fruits
quality

detection

Separation of
the fruits into

good,
moderate
and rotten

one

The sample
dataset
(11000

images)
downloaded

from
Kaggle
dataset
website.

94.12% % is
accomplished
with help of

Gradient
Descent

Algorithm

Author
defined
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Single
berry fruit
detection

Grapes Yield
estimation

and
forecasting

Authors` dataset
(60 independent

and dot annotated
images) acquired

with the Phenoliner,
a fieldphenotyping

platform

Up to 87% of
berries in

the leaf-covered
areas of the

SMPH
identified.For
the VSP we
are able to
detect up
to 94% of

berries correctly.

An hourglass
encoder-decoder
architecturebased

on the inverted
residual concept

Fruit
Identification
and Quality

Detection

Evaluation of a
DAG-CNN to

classify 8
different types

offruit and
detect if they
are fresh for

consumption
or not.

Database
FRUIT-16K

16,000
images

acquired

94.43% of the
accuracy ofthe

test images’
classification in

each of the
categories

NN with
Directed Acyclic
Graph-structure

Berry
fruits

quality
assessment

Detection
of internal
mechanical
damage of
bluberries

Authors` dataset
consisting of
557 blueberry

samples,
including 304

sound samples
and 253
damaged
samples.

Recall,
Presision and

F1-score

Res-Net and
Res-NetXt

Berry
fruits

quality
detection

Image
Classification

Author`s
dataset

Accuracy of 86%
with the F1

score of 0.82
U-NET

TABLE A.1: Application of deep learning algorithms in berry cultiva-
tion and processing [Turaev, Abd Almisreb, and Saleh, 2020, Akiva et
al., 2020, Kumar, 2020, Zabawa et al., 2020, Pachón-Suescúna, Pinzón-
Arenasa, and Jiménez-Morenoa, 2020, Wang, Hu, and Zhai, 2018,

Prakash, 2018]
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Appendix B

CircleCI Pipeline

FIGURE B.1: CircleCI Pipeline
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