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Abstract

The biometric recognition systems had massive success in recent years. Since we-
bcameras are incorporated in many different devices(cell phones, tablets, laptops,
entrance doors in some facilities, etc.), facial recognition systems become highly pop-
ular. Hence, the more people use these systems, the more people try to trick them to
get unauthorized access.

There are three types of attack on the facial recognition system: picture-based
attack, when an attacker is presenting a picture of another user’s face; Video-based
attack where an attacker is showing a prerecorded video of another user; Mask-
based attack when attacker uses a mask of authorized user in order to spoof the
facial recognition system.

In this work, I tackle picture-based and video-based attacks. For this reason, I
develop a challenge-response system. The idea an approach is to detect where a
user can do what system has challenged him to do. This way, we know that the face
that is presented to the camera is alive. The user is required to watch a moving dot
on the screen. The dot starts from the center of the screen and goes to the randomly
chosen side of the screen, so this way user cannot present a prerecorded video. As
the user follows the dot, the system estimates the direction where the user’s eyes
are moving. For these purposes, I implemented three different approaches. The
custom neural network that takes as an input projections of three consecutive frames
of an eye movement and classifies which the direction of the movement. In the third
approach, I hypothesized then when the user is watching at collinear points on a
vertical line, the x coordinates of the user’s pupil will be approximately the same,
having small variance. The same applies to y coordinates on a horizontal line. Thus
by analyzing the variance of the coordinates, we can detect whether an attacker is
not presenting some else’s picture. . . .

HTTP://WWW.UCU.EDU.UA
http://department.university.com
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Chapter 1

Introduction

Traditional access control systems use passwords to remember or any kind of a key
that user is required to carry with himself. Lately, this type of identification was
displaced by biometric recognition. Biometric recognition systems that utilize user’s
fingerprint, iris, voice, face, palm veins, etc. had massive success in recent decades.

Moreover, global biometric authentication and identification market projected to
Grow Over 51.98 Billion by 2023 source. The biometric recognition systems have
become a convenient and reliable way for user identification. Instead of traditional
methods of user identification, they are more favorable because they cannot be for-
gotten or lost.

Nowadays they are so widely spread(from logging in to laptops, phones to pay-
ing your receipt by your face). With such popularity number of people trying to
trick the system increase as well. When one user tries to present himself with a false
identity and have the intention to get unapproved access is called a spoofing attack.

Many different ways of protecting a facial recognition system from spoofing at-
tacks were presented. We can categorize them by user involvement into active and
passive.

In active systems, the user must do things that the system asks to, so it can rec-
ognize a user’s liveness. They require a user to directly engage with a system;

The passive approach does not require a user to engage with a systems sensor;
it doesn’t even need a user to understand the way system works or what it does. It
captures and analyzes involuntary facial movements, like blinking, facial muscles
movement, iris movement, the way light reflects on face surface, etc.

In this work, I implemented an active system, where a user is being asked to
watch the dot as it is moving from the center of the screen to randomly chosen a
side of a screen. The first two approaches to anti-spoofing the system analyze the
direction of the user’s eye movement, and if the direction coincides it to the direction
of the dot, then the user is considered to be alive. The third one requires a user to
look not just to one episode of the dot moving to the side of the screen, but to a
couple of at least. Then the system analyzes the variance of the x and y coordinates
of the user’s pupil center when he looks at a collinear set of point. If it is below a
certain threshold that a user is considered to be alive.

https://www.businesswire.com/news/home/20190410005486/en/Global-52Bn-Biometric-Authen
https://www.cnbc.com/2017/09/04/alibaba-launches-smile-to-pay-facial-recognition-system-at-kfc-china.html
https://www.cnbc.com/2017/09/04/alibaba-launches-smile-to-pay-facial-recognition-system-at-kfc-china.html
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Chapter 2

Related work

2.1 Spoofing attacks approaches

The usual types of spoofing attack is depicted in Figure 2.1. The unidentified user is
trying to present somebody’s face either as printed picture, video recording or a 3D
mask.

FIGURE 2.1: Types of spoofing attacks
Source article

https://medium.com/datadriveninvestor/face-spoof-detection-e0d08fb246ea
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• Picture-based attacks.

– Present printed faces. Often attackers try to deform pictures so they can
resemble the 3D shape of a real human face.

• Video-based attacks.

– This type of attack has the same abilities as the previous type of attack.
Besides, videos can give a piece of sequential information about changes
in facial features and dynamic of environmental conditions to the sensor.
Which gives an attacker more chances to gain unauthorized access.

• Mask-based attacks.

– This type of attack helps to preserve 3D facial features and environmental
conditions. Also, it gives an adversary an ability to move eyes, which can
be helpful with bypassing challenge-response anti-spoofing systems.

2.2 Spoofing Detection Approaches

There are different ways of detecting spoofing attempts. Each of them utilizes the
specific property of the person who is trying to get access. The are four main anti-
spoofing approaches:

• Texture analysis

– Extracts static features like blurriness, the difference in illumination, etc.
Most systems of this type require just one picture.

• Image quality analysis

– Assumes that when a user attempts spoofing attack(picture, video-based
attacks), his face will be lower quality.

• Face liveness detection

– An approach that uses sequential features. It analyzes how alive user
is by analyzing involuntary facial movements, blinking, iris movements,
etc. This approach also includes challenge-response techniques, where
the system asks you to perform some action (following the dot with your
eyes, turning head, smiling, etc.) and then analyzed whether user per-
formed actions as was needed.

• Hardware-based solutions

– Using Infrared camera, stereoscopic cameras or FaceID- like sensors. Cons
of this are approach is that additional hardware can be expansive and sys-
tem based on hardware cannot be used on users devices (laptops, phones,
etc.) so it cannot be easily scaled and integrated.

We can also classify systems by user involvement. By these criteria, systems can
be classified into active and passive.

The active approach requires a user to interact with the system’s sensor(asking
the user to perform an action like turning head, looking at stimulus, etc.).
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The passive approaches to anti-spoofing are more convenient for the user since
do not require users cooperation. They detect user’s liveness(blinking, involuntary
facial movements, the way the face reflects light, the texture of an image, the blurri-
ness, etc.)

2.3 Existing solutions

As was described earlier, there are many different approaches to protect your fa-
cial recognition system from spoofing attacks. Multiple solutions were proposed in
recent decades.

2.3.1 Static models

In the work of (Kim et al., 2012) the assumption that images of real faces and printed
faces differ from one another by shape and quality. They used frequency and texture
analyses by exploiting power spectrum and Local Binary Pattern(LBP). Then they
apply fused frequency-based and texture-based classifiers to identify spoof pictures.

Unlike the previous method, this one utilizes a picture’s chrominance compo-
nent. (Dong, Tian, and Xu, 2017) introduced an approach that utilizes a color gradi-
ent of an image. This anti-spoofing system uses a Roberts cross operator that extracts
a color gradient out of a live and spoof faces.

(Ali, Deravi, and Hoque, 2013) proposed a model that uses sharpness and blur-
riness. This method relies on the nature of digital focus where a 3D object will have
regions that are closer to camera sharp and regions that are further from camera
blurry. They used two face regions nose and cheek. Then they extracted blurriness
level and the gradient magnitude with a threshold.

These approaches usually are easy to compute since they use only one image.
Also, these types of systems do not require a user to engage with the sensor for
a long period of time, which is really convenient. On the other hand, they don’t
work well when different illumination or surrounding conditions or image quality
happen.

2.3.2 Dynamic models

The approach that (Jee, Jung, and Yoo, 2006), uses based on analyzing the nature of a
live human behavior. In this approach, they extract coordinates of both eye pupils on
users face. Then they calculate the variance of coordinates. If it surpasses a certain
threshold, it is recognized as a real user, otherwise, a spoofing attack.

The other type of detecting a spoofing attack is challenge-response technique.
This approach provides better robustness since the system is provided with dynamic
features which are harder to forge in comparison to static ones that are extracted
from photographs.

This type of systems was used by (Frischholz and Werner, 2003). The system
asked users to look in randomly chosen directions, so that they needed to move their
head. The model extracts two feature points(corners of the left eye) and knowing the
3D properties of humans face, the system estimates the user’s head pose. If the user
head position was right, the system verified the user as a live person.

The (Ali, Deravi, and Hoque, 2012) presented an approach where implemented
a gaze tracking system where the users were presented with a stimulus and were
required to look at it. Than system analyzed the frames where the stimulus was
going through collinear points. The idea is that when the user looks at collinear
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points, the coordinates on the x-axis of the eyes center should be close to each other.
Then the variance of those coordinates is analyzed. Live user pupil’s coordinates
have small variance compared to fake ones.

Challenge-response techniques generally are more robust, they exploit the se-
quential nature of humans movements, so they are less sensitive to environmental
changes and noise in comparison to static based models.
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Chapter 3

Dataset collection

3.1 Process of collecting the dataset

The system setup for collecting the dataset was that one that is shown in Figure
3.1. The setup consists of a web camera, a PC, and a display monitor. I used the
embedded camera from my laptop HP Probook 430(720p HD web camera). The
camera is located on the top of the screen right in the middle. The screen is used the
one that is in the laptop(13.3" LCD screen), a commonly used laptop monitor type,
with a resolution of 19201080 pixels and response time is 5ms. The distance from the
camera was 50 cm. The allowed head rotation angle was 10 degrees. The resolution
of an image is 600 by 600 pixels.

FIGURE 3.1: System setup

3.2 Dataset description

Initially, the idea was to track people’s eye movements to key points depicted in
Figure 3.2(A). The dot is moving from center of the screen 3.2(A)to the key point and
backward. The eye movements from twenty-four participants were collected. Each
of them was presented with a visual stimulus(a dot on the screen). They were asked
to follow the dot with their eyes. The one episode(a process of moving dot from one
key point to another) lasted one second. Twenty four frames are collected in one
session resulting in two hundred frames per person(movement towards and away
from the four KPs). Testing different approaches on this data, I did not manage to
get satisfactory results. After that, I decided to try different KPs. I collected nine
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people’s eye movements to the KPs depicted in Figure 3.2(B). The hypothesis was
that when a dot moves to the corner of the screen, the distance it goes is longer than
to the side of the screen, so that the eye movement will be more distinct and easier
to classify. The first dataset consist of twenty-four people that look at KPs 3.2(A), the
second dataset consist of nine people

(A) Point’s direction dataset 1

(B) Point’s direction dataset 2

FIGURE 3.2: Moving direction comparison

3.3 Visual stimulus

A dot appears in the center of the screen Figure 3.5). The process of dot’s moving
to the right KP for the first dataset type 3.2(A) is depicted in Figure 3.5(B). When
system is testes every new session it randomly chooses the direction the dot will go,
so an attacker cannot present a prerecorded video. The user is required to watch the
dot and not to get distracted. While dot is moving the camera is recording users face.
The dot takes two seconds to go from the center of the screen to the any KP, this ap-
plies fro both dataset types 3.2(A), the same applies to the second type of key points
setting 3.2(B). The example of eye dynamic is depicted in Figure 3.3. The numbers
indicate the time stamps of the point position 3.5(B). That is eye movement when
they look at the point which moves from the center of the screen to the right side.
What I discovered that some people do not have some people don’t have a distinct
eye movement, though they we looking exactly at the point. That happens because
of the distance to the camera. From the 50 cm to screen you don’t have to move eyes
as much as from even slightly less distance(40-45cm).The lack of movement is show
in Figure 3.4.
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(A)
1

(B)
2

(C)
3

(D)
4

FIGURE 3.3: Eye movement dynamic

(A)
1

(B)
2

(C)
3

(D)
4

FIGURE 3.4: Small dynamic of eye movement

(A) Initial state of
the stimulus

(B) Process of
dot’s moving

FIGURE 3.5: Stimulus
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Chapter 4

Approaches

The proposed system design is depicted in Figure 4.1. The system does not require
any additional hardware except the traditional web camera. A dot initially is located
in the middle of the screen. The system randomly chooses the direction the dot will
go, so an attacker cannot present a prerecorded video. When it starts moving web
camera starts recording the process. The eye region is extracted from the picture.
The direction of eye movement is classified.

FIGURE 4.1: Model pipeline

4.1 Eyes projection neural network

4.1.1 Overview

In this approach, I take three consecutive frames, with each of them, I do the fol-
lowing: I extracted face out of images by using the classic Histogram of Oriented
Gradients (HOG) feature combined with a linear classifier, an image pyramid, and
sliding window detection scheme from DLib library, after that 68 facial landmark co-
ordinates are extracted by (Kazemi and Sullivan, 2014) algorithm. Using eyes land-
marks, eye region is extracted out of the picture. Then eye’s projection vectors onto
both axes are calculated. By doing that i end up with 6 projections(two projections
per frame). Finally, I use custom CNN for direction estimation.

4.1.2 Projection calculation

The hypothesis is that grayscale image of an eye will consist of lighter shades of gray
which is an eyeball and darker shades of gray which is an iris. So the location of an
iris will be the location of maximum value of the projection function. The formula
for projections calculating for each axis is the following: f (x) = ∑(1− x/255) where
x is vector of points of one entry in axis. I calculated projections of a grayscale eye
image 4.2(A) onto the axis x 4.2(B) and y 4.2(C). The eye size is (49x13) pixels.

http://dlib.net/
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(A) Raw eye

(B) Projection on
x-axis

(C) Projection on
y-axis

FIGURE 4.2: Eye processing

4.1.3 Network architecture

I wanted to utilize the sequential nature of human’s eye movement, so as an input
a give a projections on both axes of three consecutive eye frames. The architecture
visualization is depicted in Figure 4.3. This architecture perfectly fits my needs,
because I have two projections and I wish that network learn both projections sep-
arately. This way I want the network to learn how projection changes when the
eye is moving in a certain direction. I give three consecutive pictures as an input it
translates into six(2 projections per 3 frames) vectors.

4.2 Optic flow based approach

4.2.1 Overview

In previous approach I was presenting the network a set of pictures and training it to
predict movement direction. In this approach, I want to calculate a direction vector
of eyes on each frame by myself.

4.2.2 Architecture

Instead of the algorithm for facial landmarks extraction, I used in the previous ap-
proach, here I use STASM algorithm (Milborrow and Nicolls, 2014). I do this be-
cause, in addition to landmarks that the previous algorithm provided, this one also
extracts centers of pupils location. An example is shown in Figure 4.5. Out of all
landmarks I use only pupils location. The system pipeline is depicted in Figure 4.4.

4.2.3 Directional vector calculation

The optic flow of the moving eye is calculated as follows: for one episode(dot’s
movement away/towards the center of the screen to/from a keypoint) I have 24
frames. First of all, I extract the landmarks of right eye area 4.5 which include eye-
lid key points and center of the pupil. Then landmarks coordinates are normalized
concerning minimum x and minimum y coordinated of eye area landmarks, this
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FIGURE 4.3: Neural network architecture for eight class classification

way, the changing location of the face in the picture will not affect the direction vec-
tor calculations. Having normalized landmarks, I extract one coordinate - the pupil
center. I take the mean of X and Y coordinates from the first five frames, this way I
minimize the STASM algorithm (Milborrow and Nicolls, 2014) error for pupil center
localization, on top of that I empirically concluded that first five frames do not con-
tain much pupil movement, so this is a good estimation of initial pupil’s coordinate.
Having the base coordinate of the pupil, I take pupil’s coordinates from last three
frames of the session and calculate the directional vector of them. Then I take mean
of those three directional vectors to have one that represents the movement direc-
tion of the episode. After that, I calculate the angle I compute whether the angle is
corresponding to the desired direction.

4.2.4 Limitations

In the previous approach, I used the neural network to classify eight directions of
eye movement(towards and away to/from four key points 3.2). In this approach,
I can only classify four(away from the center of the scree), because this approach
is not accurate by itself. Since the eye area is small and the pupil is taking most
of it, the coordinate of the center of an eye barely passes one-two pixels in the best
case scenario. On top of that the STASM algorithm (Milborrow and Nicolls, 2014)
produces a small error localizing the pupil’s center on each frame, so even when
the eye is still the system detects a movement and wrongly calculates the vector.
That’s why I will not be able to correctly distinguish the eye movement from the
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FIGURE 4.4: Optic flow model pipeline

right keypoint to the center from the eye movement from the center to the left side
keypoint since the direction of movement is the same(this applies to all collinear key
points).

FIGURE 4.5: STASM algorithm landmark extraction

4.3 Variance-based algorithm

4.3.1 Overview

I also implement the approach proposed by (Ali, Deravi, and Hoque, 2012). The
hypothesis utilized in this approach is that when the user is watching at collinear
points on a vertical line, the X coordinates of the user’s pupil will be approximately
the same, having small variance. The same applies to Y coordinates on a horizontal
line.
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4.3.2 Description

Having twenty-four frames per one episode and eight moving directions per one
user I decided to to use all four directions for vertical collinear coordinates vari-
ance extraction and all four directions for horizontal coordinates extraction. The key
points used in first dataset are shown in Figure 4.6(A), the second dataset example
is shown in Figure 4.6(B). The start represents the pair of frames that are being com-
pared to one another on vertical and horizontal lines. In my approach I compare
all twenty-four frames of each movement with one another. The landmarks of an
eye center I extract by STASM algorithm (Milborrow and Nicolls, 2014). The way I
normalize landmarks is exactly the same as in previous approach.

(A) First dataset
collinear points

(B) Second dataset
collinear points

FIGURE 4.6: Collinear key points for both datasets example

Since there are many sets of collinear points I take mean of these variances to
describe one user.

4.3.3 Classification

The classification rule for live user classification for first dataset is var(x) < 100 AND var(y) <
60. For the second one the classification threshold is var(x) < 140 AND var(y) < 40
Also i did not perform any outlier filter criteria because it did not give any perfor-
mance boost.

4.3.4 Limitations

Fake users may still have low variance of eye coordinates, that is because some at-
tackers when doing this challenge-response technique may decide not to move pic-
ture in needed direction, as much as other people who perform the spoofing attack.

4.4 Challenges of gaze tracking

It is not an easy task to do the model I intended to because of several of reasons.

4.4.1 Unconscious eyes movement

Since by design of the system is supposed to track changes pupil direction changes in
the response to the stimulus. And when user unconsciously distracts, the direction
vector changes. Live users that looking the dot may seem to be classified as a fake
one. A lot of the time the user doesn’t even notice the eye movements, it may even
seem to the user that he is doing everything right. This research (Galdi et al., 2016)
shows that a user’s gaze can unconsciously exhibit rapid changes, that results in
unexpected eye movements.
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4.4.2 Blinks

On top of that, blinking eyes would also introduce noises in the observed iris tra-
jectory. Every time user blinks, one’s eye slowly closes, the system recognizes it as if
a user if looking down and then back up.

4.4.3 Distance from the screen

The motivation of this work was to implement the anti-spoofing system that can
track eye movements of the user. This system could further be applied in combina-
tion with facial recognition system for logging into to your computers, be installed
on the facility doors to let only authorized people in, etc. I used the minimum the
preferred viewing distance from a monitor - 50cm (source). As show in Figure 3.4
from the distance of 50cm eye movement is minimal. Moreover, it’s even worse
when the users look at the horizontal key points (top or bottom key point)3.2(A).
The eye movement dynamic to bottom key point is shown in Figure 4.7

(A) 1

(B) 2 (C) 3 (D) 4

FIGURE 4.7: Eye movement to the bottom key point

(A) 1

(B) 2 (C) 3 (D) 4

FIGURE 4.8: Eye movement to the left key point

4.4.4 System setup

The system system setup for a video recording can be a problem as well. Some
cameras produce horizontally flipped images while others don’t. Thus, the results
of calculating the directional vector of eye movement are going to be different de-
pending on the fact whether pictures are flipped or not. You need to make sure the
hardware and software on which the system is trained will behave exactly the same
as the one you will be exploiting the system on.

4.5 Other approaches

In the course of working on this project I tried many different iris tracking ap-
proaches.

https://www.osha.gov/SLTC/etools/computerworkstations/components_monitors.html
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4.5.1 Summing opposite vectors

The initial hypothesis when I started doing this project was that when a dot is mov-
ing from the center of the screen to a key point and back it goes through the same
path, so eyes movement should follow the same trajectory. Hence calculated direc-
tional vector of eye movement from user’s eye that were following the dot that is
moving from the center to a key point should be opposite to the vector calculated
from user’s eye that were following the dot that is moving from a key point to the
center. So when we add them together they are supposed to compensate each other
so the magnitude of a resulting vector should be approximately zero. But on practice
this rule does not hold. The error of algorithm that extracts coordinates of iris’s cen-
ter combined with blinks and involuntary eye movements do not let this approach
to provide satisfactory results.

4.5.2 Raw optic flow calculation

Also I tried to calculate optical flow without coordinates of eye centers of provided
by SMASM. I used Lucas–Kanade method (Lucas and Kanade, 1981) to do an optical
flow estimation in eye region. But I didn’t manage to extract good enough features
to track.

4.5.3 Different image processing techniques

I also tried to do different image processing techniques. I was trying to extract an
iris by applying threshold to grey scale image. While on some pictures it did a great
job, on most of them it worked unreliably. Also I used Canny edge detector (Canny,
1987) but with my dataset I didn’t manage to get good results either. Finally, I ap-
plied Hough transformation (Duda and Hart, 1972) to eyes region in order to extract
iris. But with image quality that I had and the fact that most people that participated
in collecting the dataset did not have their eyes open enough for the algorithm to
detect a circle consistently.
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Chapter 5

Results

5.1 Dataset used

Having twenty-four users in my first dataset, I trained the projection based neural
network 4.3 on fifteen users, validated on four and tested on five users. Having
nine users in second dataset, I trained the model on five users, validated on two
users and and tested on two users.

All results that are presented are being shown on test part of each dataset.

5.2 Projection based neural network

5.2.1 Overview

This network take as an input two projections from each of three consecutive frames
of eye movement. The numbers of frames per episode is twenty-four, so I for each
episode I take all three consecutive frames sets with stride one, after that I pick the
class that occurs the most frequently out of all predictions in episode.

Initially, I assumed that four class classification will be more accurate so I trained
neural networks to classify only direction towards the key points. After that I trained
the model for eight class classification. The comparison of the performance of all
four networks in one episode direction classifying is depicted in Table 5.1. The four
class classification predicts direction of an eye only towards 4 key points, the eight
class classification - towards and backwards. As we can see in Table 5.2 the model
provides a good protection against spoofing attacks. The low score means that user
was supposed to look in certain direction but looked in other(the lower, the better).

You may notice that the performance on train and test set are different, on the test
set models tend to perform better. That is because with botch dataset I shuffled all
users and assigned them to train-validation-test. So users who don’t tend to move
their eyes as much as others were not in test dataset because they we randomly
chosen to be in either train or validation. And because one user is giving either
four of eight examples(either 4 classification model or 8 classification model) the
overall accuracy differs, because one user has indistinct eye movement patters and
he produces 4 or 8 examples of an eye movement to dataset.

Four class classification Eight class classification
Train Test Train Test

Dataset type 1 0.76 0.94 0.59 0.7
Dataset type 2 0.3 0.34 0.24 0.27

TABLE 5.1: F1 score comparison real people dataset
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Four class classification Eight class classification
Dataset type 1 spoofing 0.14 0.05
Dataset type 2 spoofing 0.18 0.13

TABLE 5.2: F1 score comparison spoofing dataset

F1 score
Dataset type 1 1
Dataset type 2 1
Dataset type 1 spoofing 0.89
Dataset type 2 spoofing 1
Combined type 1 and spoofing 0.9
Combined type 2 and spoofing 1

TABLE 5.3: F1 score comparison variance-based algorithm

In Figure 5.1 you can see the confusion matrix of the network classifying the di-
rection of the movement. As you can see in figure the four-class model classifies
moving direction pretty accurately, though not perfectly, but as you can see in Ta-
ble 5.1 it doesn’t affect the overall accuracy of movement direction classification of
the episode because most moving examples(three consecutive frames) out of one
episode(user watching the dot moving towards/away a keypoint) are classified cor-
rectly.

5.3 Variance-based algorithm

5.3.1 Overview

This approach also showed really good results. The main downside is that this ap-
proach requires all users episodes, so this system cannot use just one episode. This
can be inconvenient, since it takes more user’s time to go through all the eight mov-
ing directions. The F1 score comparison is shown in Table 5.3. In spoofing first
dataset there was one spoofing attack where variance was really low. That’s the
main downside of this approach, sometimes attacker can choose not to follow the
challenge(try to mimic watching the dot by deforming the picture). The feature dis-
tribution of type 1 dataset is depicted in Figure 5.2, he feature distribution of type 2
dataset is depicted in Figure 5.3

5.4 Optic flow based approach

This approach showed the worst results. The main struggles with this approach is
that when user is looking either up or down the coordinate of pupil’s center doesn’t
change, that’s why the results are pretty poor. I also tried to use eyelid landmarks
to better estimate the direction of the vector but it didn’t show any boost in perfor-
mance. The F1 score comparison of the optic flow algorithm is depicted in Table 5.4.
As you can see in Figure 5.4(A) the right-forward move and left-forward were the
most accurately predicted, that’s because the eye movement is the most distinct on
horizontal trajectory. I think more landmarks utilization is needed in order to pre-
dict up and bottom movement. I tried to use eyelid landmarks but it did not give
the desired accuracy.
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F1 score
Dataset type 1 0.3
Dataset type 2 0.3
Dataset type 1 spoofing 0.11
Dataset type 2 spoofing 0.22

TABLE 5.4: F1 score comparison optic flow algorithm

(A) Four class classification

(B) Eight class classification

FIGURE 5.1: Confusion matrix for movement direction classification
on dataset type 1
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(A) Real users fea-
ture distribution

(B) Fake users fea-
ture distribution

(C) Both real and
fake users feature

distribution

FIGURE 5.2: Feature distribution dataset type 1

(A) Real users fea-
ture distribution

(B) Fake users fea-
ture distribution

(C) Both real and
fake users feature

distribution

FIGURE 5.3: Feature distribution dataset type 2
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(A) Confusion matrix
dataset type 1

(B) Confusion matrix
dataset type 2

FIGURE 5.4: Confusion matrices comparison optic flow algorithm
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Chapter 6

Summary

The neural network approach is the most promising. It requires only twenty-five
frames to estimate the direction of user’s eye movement, it is accurate and with
more data collected I think the eight class classification will be more accurate which
will give even more robustness to the system. The second dataset-based models did
not show much performance. I think more data and research is needed to utilize the
full potential of type 2 key points. They have the longer distance so eye movement
should be more distinct.
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