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Abstract
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Chapter 1

Introduction

Billions of people around the world follow different sports. As the level of competi-
tion is rising, managers and coaches are looking for new edges to improve the game
and attract a more significant fan base.

As artificial intelligence is being introduced to more and more new fields, the sports
industry could not have been left untouched. Evaluation of player performance
and potential, creating custom training programs for talent development, predicting
how the next pitch will be made, improving broadcasting are just some of many
possible and already used implications. The use of data analysis has changed the
industry after, in 2002, an average baseball team went on a 20-game winning streak
after implementing data-driven decision-making. Nowadays, no matter what sport
you are interested in, you will continuously see a significant involvement of artificial
intelligence. For example, the outcome of a soccer match could be decided by a
decision influenced by VAR.

Media companies have a central role in the development of the sports industry. Fans
want to stay updated on everything that happens with their favourite teams. Hence,
games broadcasting, post-games interviews, talk shows, game analysis, and other
media coverage is an integral part of sports. To satisfy fans’ demands, everyday
news companies are writing articles discussing the latest events, trends, and break-
throughs. Altogether these articles contain useful information that I will use.

The goal of this thesis is to predict the next big scientific breakthrough at the intersec-
tion of sports and artificial intelligence. To reach this goal, I will gather and analyze
a body of news articles on artificial intelligence in different sports. With the usage of
natural language processing, I will be able to represent each article as a list of key-
words that depict the key points described in a text. After performing this analysis
on all the articles over an extended period, I will try to predict which concepts will
become more popular in the future and foresee the next significant innovation.

The structure of this thesis is as follows. In Chapter 2, I will look at a few previous
pieces of research with similar topics and some applications of different branches of
artificial intelligence in sports. In Chapter 3, I will look at the dataset, go through my
sources, the extraction of keywords from articles, and the difficulties I faced while
parsing. In Chapter 4, I will explain and visualise the architecture I developed to
be able to analyse the dataset better. In Chapter 5, I will look at how often earlier
extracted keywords were used and predict how popular they will be in 2020. In
Chapter 6, I will analyse my research and make recommendations for potential im-
provements, and Chapter 7 contains my conclusions.
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Chapter 2

Related work

Using data analysis is not just some new concept in sports, but an essential tool for
any coach [1]. A plethora of small edges that could be obtained from processing
data from training sessions and previous games have enough significance to make a
difference between losing and winning the next matchup [2].

Here is a list[3] of existing applications within the sports domain:

1. Analyzing of performances in sports [4]

2. Rapid feedback systems [5]

3. Adaptive systems in sport [6]

4. Modeling of training loads [7]

5. Automatic physical effort plan generation [8]

6. Sports training modelling [9]

7. The recruitment process for sport swimming [10]

8. Complex systems in sport [11]

9. Automatic evaluation of exercises [12]

10. Training optimization [13]

11. Sports training support [14], [15]

12. Method and system of delivering an interactive and dynamic multi-sport train-
ing program [16]

13. Performance evaluation [17]

14. Wearable system for fitness training [18]

15. Motion rehabilitation training system [19]

Previous researchers [3] split data processing systems into two categories: descrip-
tive and predictive.

Descriptive systems are focusing on analysing already existing information. In 1995,
a study [20] on gait analysis was published. It included a prediction that an expert
system with a large amount of data will be used to train coaches, athletes, and sports
scientists. Nowadays, such systems are used in all the major sports.
One of the best examples of such a system is AlphaZero [21]. This system taught
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itself to play chess by playing millions of games against itself and using reinforce-
ment learning. Now it is used to teach players both beginning players and world
champions.
Another example is a system [22] that recommends when to substitute players dur-
ing a soccer game. It analyses factors like the number of substitutions made, game
score, and home advantage in different leagues to generate a set of rules that, if fol-
lowed, can almost double the effectiveness of the substitutions.

Predictive systems focus on using collected data to make assumptions about the
future. Predicting useful information, like which team will win [23] and play against
you or how many fans will come to the next match, can make managing much more
straightforward.

Even though more conventional implications of artificial intelligence in sports are
useful, I believe that a significant edge could be gained if you knew what field the
next improvement would come from. With this information, you could invest more
resources in it and get the advantage that comes with getting new and useful tech-
nology sooner.

A similar concept was already researched [24] but with a few key differences. This
study was based on more scientific data sources like patents, academic publications,
and proposals, etc. After processing collected data, researchers obtained as many as
75 topics, and a group of 9 experts made further analyses. This approach is viable,
but using news articles as a data source should give completely different results
since scientific publications have much less influence on the prevailing trends.

Analysing news articles to understand trends better is also an already researched
[25] concept. One of the best ways to get an insight into the relations between a
massive number of articles is to connect them with common keywords and present
them with a graph. This representation makes further analysis more intuitive and
making correct predictions becomes much more straightforward.
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Chapter 3

Data set

3.1 Data sources

3.1.1 NY Times

At first, I decided to try and scrape needed articles from one of the most prestigious
journals - The New York Times [26]. They already had their API that grants access
to almost all their articles. One of the main problems with using this tool is that it’s
challenging to get the full text of the article since the structure differs from article
to article throughout the years. Furthermore, the NY Times requires an active sub-
scription to read articles, which makes it more challenging to use it as a reliable data
source.

3.1.2 Google search

The primary data resource that I used for this research is google search with a news
filter. What makes it one of the best options is that it is easy to extract articles’ URLs
from and can use complicated filters like date ranges, must include keywords, title
search, etc. For example, I could search by year range(2010-2011, 2011-2012...2019-
2020), which must include "artificial intelligence" or "machine learning" in the article
and the word "basketball" in text.

However, Google search still has some issues. It often returns articles that only do
not include specific "must include" keywords in the text because it finds these words
in hidden tags or elsewhere on the site. Also, Google grants only a limited amount
of requests before temporarily blocking you, so the scrapping must be done using
cron jobs.

The easiest way to implement Google search scrapping is by using a Python library
[27] that provides basic search functionality and modify it to better suit my specific
needs. I’ve added must include keywords and a specific data range options to the
basic google search. After this, I decided to use the most popular sports: football,
basketball, soccer, baseball, tennis, hockey, lacrosse, rugby, badminton, chess, poker.
Afterwards, I scrapped the top 100 articles that include "artificial intelligence" or
"machine learning" for each combination of one of the chosen sports and 2013-2019
years.



Chapter 3. Data set 5

3.2 Data processing

3.2.1 Keyword extraction

After getting articles’ links, I had to filter out all the irrelevant articles that Google
search returns, and out of around 1000 scrapped articles per year, I got an average
of 232.5 articles per year. Specific numbers are shown in Table 3.1.

2013 2014 2015 2016 2017 2018 2019
Articles parsed 91 128 172 236 301 327 373

TABLE 3.1: Number of articles parsed per year

The next step is to extract keywords from all the articles. One of the best methods to
do this is RAKE or Rapid Automatic Keyword Extraction. The main idea of rake is
to calculate the "word score." Word score is a correlation between word degree and
word frequency. Word frequency shows how many times the word occurs in the
text. Word degree is a bit more complex measurement. This measurement is similar
to the degree of a node in an undirected graph. It shows how often a word co-occurs
with the other potential keywords.

After all the calculations, I sorted the words by their word score in descending order.
Table 3.2 shows the top 5 average keyword frequencies.

2013 2014 2015 2016 2017 2018 2019
world 0.16 0.35 0.16 0.23 1.75 0.64 2.65
game 0.31 0.28 0.45 1.97 2.72 0.84 2.54
technology 0.03 0.52 0.32 0.89 0.63 0.71 1.99
year 0.07 0.08 1.10 0.51 1.65 0.92 1.42
time 0.03 0.52 0.06 0.98 0.92 0.71 1.17

TABLE 3.2: This table shows the frequencies of the most popular key-
words.

The most popular keywords extracted by the previously described method don’t
give much useful information. One way to solve this problem is to extract keywords
from the title as well and combine them with keywords from the text. This should
improve the meaningfulness of the extracted keywords since the title describes an
article similar to the keywords. I will use the implementation from the "newspa-
per"[28] library and store it for further usage.

I will use the following article as an example of the keywords extraction: https:
//medium.com/analytics-vidhya/automated-keyword-extraction-from-arti
cles-using-nlp-bfd864f41b34. It has the following keywords: ’analysis’, ’statis-
tics’, ’fantasypros’, ’mixture’, ’turning’, ’data’, ’football’, ’model’, ’fantasy’, ’gaus-
sian’, ’advanced’, ’expert’, ’charts’, ’qb1’, ’qb2’ and ’tiers’. You can see that some
keywords are not going to be very useful in the future, like ’qb1’ and ’qb2,’ but it
will not matter since they will be filtered during data analysis.

https://medium.com/analytics-vidhya/automated-keyword-extraction-from-articles-using-nlp-bfd864f41b34
https://medium.com/analytics-vidhya/automated-keyword-extraction-from-articles-using-nlp-bfd864f41b34
https://medium.com/analytics-vidhya/automated-keyword-extraction-from-articles-using-nlp-bfd864f41b34
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3.3 Final structure

After extracting text and keywords from each article, I stored all the data in JSON
files with the following structure(Figure 3.1).

FIGURE 3.1: The structure of used JSON files
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Chapter 4

Data analysis

To be able to analyse thoroughly, I will look into the structure of created graphs. The
most important aspects to look at are the number of edges created, the strengths of
the edges, and the distribution of strengths.

4.1 Architecture development

To analyse collected data, I will transform it into a graph. While articles will be
nodes, edges will be created from matching keywords, meaning two nodes(articles)
could be connected by multiple edges or not be connected at all. I will call the num-
ber of edges between two nodes a strength of the node. For example, the article with
keywords "data," "fans," and "promo" will have an edge of strength 2 with an article
with keywords "fans," "online," and "data."

To implement this, I’ve created a custom class that perfectly fits the desired architec-
ture. Class Node, shown in figure 4.1, has a function "Add connection" that requires
an input of another element of class Node as well as a list of shared keywords to
create a connection between two nodes. The strength of a created connection will be
the same as the length of a list of keywords they have in common.

FIGURE 4.1: Class Node includes parameters "article url", "article
keywords", "connections" and a function "Add connection"

After generating all the graphs, it is essential to understand how they are structured.
The amounts of nodes and edges are shown in Table 4.1.

2013 2014 2015 2016 2017 2018 2019
Nodes 91 128 172 236 301 327 373
Edges 1235 3250 7557 13568 25223 24888 35005

TABLE 4.1: Graph structure for each year
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4.2 Graph analysis

4.2.1 Graph visualization

To better understand the graphs, I will plot a new graph with the same amount of
nodes and edges. Since all the graphs are enormous, I’ve chosen the smallest one of
them - the one from 2013 because the other ones are up to 30 times bigger and would
be almost impossible to read. Figure 4.2 shows how 2013th graph is structured. Red
dots represent nodes and black lines represent edges.

FIGURE 4.2: A graph with the same structure as the 2013th graph
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4.2.2 Correlation between nodes and edges

Except for 2018, the number of edges has been increasing. The trend seems to be
that the amount of edges increases relatively faster than the number of nodes. To see
this, I will take the correlation between the number of nodes and edges(Table 4.2).

2013 2014 2015 2016 2017 2018 2019
Edges\nodes 13.6 25.4 43.9 45 83.8 76.1 93.8

TABLE 4.2: Correlation between edges and nodes for each year

This table shows that the correlation between edges and nodes has been increas-
ing throughout the years except for in 2018. However, as seen in 4.1, the amount
of nodes is increasing every year. This makes the correlation between edges and
nodes an inaccurate measurement because there are more possible connections to be
made in larger graphs. A better way to look at the graph is to find out what per-
centage of possible edges were created. The correct formula for this measurement is

Existing edges
Max amount o f edges . The formula for a maximum amount of edges in a graph with n

nodes is 1+(n−1)
2 ∗ (n − 1). So, the final formula is Existing edges

1+(n−1)
2 ∗(n−1)

= 2 ∗ Existing edges
n∗(n−1) where

"n" is the number of nodes. This formula will represent what percentage of edges are
created, so I will be able to compare the number of edges in each graph no matter
the number of nodes it has.

Table 4.3 shows that the level of connectivity in the graphs over the years doesn’t
increase as steadily as I expected. However, the overall trend surely is that graphs
become more and more connected.

2013 2014 2015 2016 2017 2018 2019
Percentage of created edges 30.2 40 51.4 48.9 55.9 46.7 50.5

TABLE 4.3: Percentage of graphs edges created for each year
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4.2.3 Strength of edges

While the amount of edges is essential, their strength is also significant. For example,
2 edges with strength 4 will have more keywords that 5 edges with the strength of
1. Figure 4.3 displays what percentage of edges have high strength(meaning 3 or
more). The highest amount of "strong" edges was in 2015 and started declining since
then. This means that in recent years articles became more focused on specific topics.

FIGURE 4.3: This chart shows the percentage of edges that have a
strength of 3 or more for each year

To better understand the structure of a graph and the difference between years, I
will compare the strength of the edges in the graphs with the highest and the lowest
percentages of "strong" edges, 2015th and 2013th respectively.

One of the differences between the two graphs represented in Table 4.4, is that almost
2\3rds of the first graph consists of edges with the strength of 1. Also, only just
above 10% of the graph’s connections are "strong." This is the type of graph that the
ones from the latest years are going to be like.

In the second graph, almost a quarter of the edges are "strong." Also, 3% of the edges
are very "strong" having 5 or more keywords.

1 2 3 4 5+
2013 65.91 23.16 8.02 2.19 0.72
2015 47.23 28.04 15.54 6.19 3

TABLE 4.4: Percentage of edges with different strength for each year
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4.2.4 Graph statistics

Now I will take a look at some statistics that describe my graphs and analyse them
one by one. These statistics are shown in Table 4.5.

2013 2014 2015 2016 2017 2018 2019
Mean node degree 26.848 50.388 87.364 114.498 167.04 151.756 187.192
Max node degree 56 89 137 194 261 269 311
Clustering coefficient 0.295 0.394 0.508 0.485 0.555 0.464 0.502
Assortativity coefficient 0.15 0.21 0.14 0.07 0.05 0.08 0.08
Mean shortest path 1.744 1.615 1.488 1.513 1.442 1.533 1.496

TABLE 4.5: This table shows the following features of the graph for
each year: mean degree, max degree, clustering coefficient, assorta-

tivity, mean shortest path.

Firstly, I will focus on the mean node degree and max node degree. The definition of
a node degree is "the number of edges connected to the node." In my case, it shows
how many connections an article has with the other articles. To get a mean node
degree, I will take an average of a degree of each node. As I expected, mean node
degree increases, except for in 2018, with the increase in the graph size. Interestingly,
max node degree, which shows the highest node degree among all nodes in the
graph, indicates that in 2017 one article was connected to approximately 87% of
other articles.

The clustering coefficient shows how much nodes tend to form clusters within a
graph. I expected that it would be increasing with the increase in graph size, but the
data shows different results.
Assortativity represents how much the nodes of a graph link to other nodes with the
same degree. This value could be both positive and negative. The fact that all the
graphs have a positive assortativity coefficient shows that there is more connection
between nodes of a similar degree.

While the shortest path represents the least number of edges between two nodes,
the mean shortest path represents the average shortest path between any two nodes.
This means that the bigger the mean shortest path is, the harder it is to get from
one article to another. I see a clear connection between this measurement and the
clustering coefficient, meaning every time the clustering coefficient increases, the
mean shortest path decreases, and vice versa.

4.2.5 Comparison with a randomly generated graph

Now I will look at the difference between my graph for 2019 and a randomly gener-
ated graph with the same amount of nodes and edges.

Mean node degree Max node degree Clustering coefficient Assortativity coefficient Mean shortest path
2019th graph 187.192 311 0.502 0.08 1.496
Randomly generated graph 146.665 172 0.394 0.0 1.606

TABLE 4.6: This table shows the features of the 2019th graph and
a randomly generated graph with the same amount of nodes and

edges.
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As Table 4.6 shows, the 2019th graph has a much higher mean node degree, max
node degree, and clustering coefficient. This leads to higher assortativity as ran-
domly generated graphs will have an assortativity coefficient of 0. Overall my graph
is much more connected, and the smaller mean shortest path shows this as well.
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Chapter 5

Keywords analysis

5.1 Overall analysis

Analysing keywords is an essential part of the research. Firstly, I will look at the
number of unique keywords for each year(Table 5.1). Since there are over 1500
unique keywords, and the graphs are quite big, with an average of almost 450 unique
keywords per year, I will only focus on the most popular ones.

2013 2014 2015 2016 2017 2018 2019
Edges 1235 3250 7557 13568 25223 24888 35005
Amount of unique keywords 189 255 337 481 543 619 718

TABLE 5.1: Amount of unique keywords for each year

The next thing to do is to determine which words are the most popular. To do this,
I will find out how frequently each word occurs. This frequency is a correlation
between the amount of time a keyword was used in an edge and the number of
nodes in a graph.

Also, I will remove the words I used as search attributes while scrapping("artificial
intelligence, "AI," "machine learning") and the names of the sports(football, basket-
ball, soccer, baseball, tennis, hockey, lacrosse, rugby, badminton, chess, and poker).

Finally, I will sort them in descending order based on the numbers from 2019, be-
cause the latest articles are more important for trend prediction than the ones from
5 or 6 years ago. The results are shown in Table 5.2.

2013 2014 2015 2016 2017 2018 2019
data 0.31 0.71 2.2 1.97 10.24 7.39 11.22
technology 0.6 0.61 0.53 0.89 2.09 2.51 11.22
players 0.31 0.82 2.04 2.67 8.73 4.54 10.26
game 2.31 1.8 1.74 7.25 10.5 7.17 8.26
world 0.4 0.94 2.53 3.14 4.75 5.41 4.43
team 0.11 0.52 0.38 0.65 2.09 3.75 3.15
human 1.32 4.65 7.12 7.75 6.08 2.39 2.65
play 0.49 0.35 0.45 2.52 1.26 1.93 1.88
play 0.73 0.08 1.22 0.98 2.09 0.64 1.25
fans 0.0 0.0 0.0 0.01 0.22 0.52 1.17

TABLE 5.2: This table shows the keywords that were the most popu-
lar in 2019 for each year
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5.2 Top keywords analysis and predictions

Now I will analyse 10 most popular keywords shown in Table 5.2 to see how the
trends changed throughout the years. Also, I will predict how the trend will change
in 2020, using an Autoregressive model[29].

5.2.1 "Data"

"Data" is the most used keyword. Interestingly, it was barely used early and started
rising rapidly after 2016. The prediction for 2020 is that keyword "data" will still be
topical, and its frequency will not change much.

FIGURE 5.1: The green line shows how often the keyword "data" is
used. The red line shows a prediction for 2020.

5.2.2 "Technology"

"Technology" was as popular as "data" in 2019 but was almost not used until 2017
and spiked in 2019. Because of that spike, the prediction for 2020 is that "technology"
will become a much more popular keyword.

FIGURE 5.2: The green line shows how often the keyword "technol-
ogy" is used. The red line shows a prediction for 2020.
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5.2.3 "Players"

Keyword "players" was becoming gradually more popular every year except for in
2018, reaching its peak in 2019. According to the 2020 prediction, it will become less
popular by almost 20%.

FIGURE 5.3: The green line shows how often the keyword "players"
is used. The red line shows a prediction for 2020.

5.2.4 "Game"

After a quick increase in popularity in 2016 keyword "game" reached its peak in
2017 and lost more than 1\5th of its peak popularity in later years. In 2020 it will be
almost as popular as it was loosing less than 4%.

FIGURE 5.4: The green line shows how often the keyword "game" is
used. The red line shows a prediction for 2020.
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5.2.5 "World"

"World" is the first popular keyword that is much less frequently used than previ-
ously mentioned ones. Still, it was continuously growing in popularity, except for in
2019, and should become more prevalent in 2020.

FIGURE 5.5: The green line shows how often the keyword "world" is
used. The red line shows a prediction for 2020.

5.2.6 "Team"

The keyword "team" has a similar trend to the keyword "game" but is much less
used. Its popularity should slightly increase in 2020.

FIGURE 5.6: The green line shows how often the keyword "team" is
used. The red line shows a prediction for 2020.
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5.2.7 "Human"

"Human" has a very different trend than other top used keywords. On its high point,
it would be in the top 5 but started becoming less popular after 2016. It should
become more than 1.5 times popular in 2020.

FIGURE 5.7: The green line shows how often the keyword "human" is
used. The red line shows a prediction for 2020.

5.2.8 "Games"

Keyword "games" is very similar to "game," and an argument could be made to join
them. However, "game" is often used in a context similar to "the game of soccer"
while "games" often describes matches results, so joining them would be a mistake.
Regarding the 2020 forecast - it should become less used by almost 20%.

FIGURE 5.8: The green line shows how often the keyword "games" is
used. The red line shows a prediction for 2020.
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5.2.9 "Play"

The keyword "play" has the most unstable trend of all analysed words. Even though
its popularity increased in 2019, it should still decrease in 2020.

FIGURE 5.9: The green line shows how often the keyword "play" is
used. The red line shows a prediction for 2020.

5.2.10 "Fans"

"Fans" is one of the most exciting keywords to analyse. Strangely, such an integral
part of the sports industry wasn’t an essential part of news articles before 2016. Now
its quickly becoming more and more popular and should more than double in pop-
ularity in 2020.

FIGURE 5.10: The green line shows how often the keyword "fans" is
used. The red line shows a prediction for 2020.
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5.3 Predictions summary

As Tom Freston once said, "Innovation is taking two things that exist and putting
them together in a new way." So, I will look at the most promising trends to under-
stand, where the next significant innovation or new technology at the intersection of
sports and artificial intelligence could be made.

Since keyword "data" is will still be one of the most popular ones, data analysis will
be a vital feature of the potential innovation.

"Players" was one of the most popular keywords in 2020, but due to its probable drop
in popularity in 2020, I can’t select it as an integral part if the next breakthrough.

The popularity of the keyword "team" was mostly increasing throughout the years
and should become more prevalent in 2020. This indicates that innovations could be
focused on teams.

One of the most rapidly rising keywords is "fans," and prediction shows that it will
become even more popular. This shows that fans will be an integral part of the new
technology.

To summarize, the next big technology or innovation at the intersection of sports and
artificial intelligence will include a lot of data analysis and could be fan-oriented or
team-oriented.

5.4 Potential connections

To verify and widen my predictions I will analyze the 2019th graph to see what
potential connections could appear.

The 2019th graph has around 50.5% of the possible amount of edges. This means that
there are 34373 potential edges that were not created. Each potential edge connects
two nodes with disjoint sets of keywords. I will go through all the combinations of
these keywords and see how often they appear. The combinations of keywords that
appear more frequently are more likely to become connections in the future.

Now I will show the process on 4 sets of keywords to better explain it. Sets of key-
words will be [data, game], [player, technology], [fans, data], [player, team]. There
are 6 possible edges and 2 of them are created(1-3 and 2-4). This means there are
4 more potential connection. In this example I will focus on a specific combination
of keywords: data and player. This specific combination appears in all 4 potential
connections( 1-2, 1-4, 2-3 and 3-4), so it would save a score of 4. All the other combi-
nations will be counted in the same way.
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Figure 5.11 shows the most popular pairs of keywords and the combinations that
consist of the keywords discussed in 5.3.

FIGURE 5.11: Connections that are more likely to appear in the future.

Interestingly, the keywords with the most promising trends are the most likely to be-
come connections in the future. "Players" + "technology", "data" + "game", "game" +
technology" and "team" + technology" make up almost 30% of the potential connec-
tions. One of the areas that all of them are connected with is in-game data collection.
Shoes that track distance covered, balls that measure flying speed are all relatively
recent technological advancements that help collect in-game data about players.

"Data" + "team" and "fans" + "players" are the potential connections that further
prove my previous predictions. Even though they are less likely, combined, they
make up 2622 of the potential connections.

"Players" + "robot" is an interesting pair. During data collection, I’ve included sports
like chess and poker that, in theory, could be solved with deep learning technology.
For these sports, the increasing amount of robots that use solvers to play instead
of humans signals that developing algorithms that detect this type of cheating will
become crucial in the near future.
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Chapter 6

Discussion

6.1 Research analysis

6.1.1 Data

First and foremost, I will look at the research I’ve done.

My data set included 1628 articles. This is a big enough amount to base research on
and still be able to process without using external computational power. Since I fil-
tered out about 75% of Google search results, most of the articles I’ve collected were
well-suited for my research and returned useful keywords during data processing.

The architecture I developed to understand the data better was well-structured. I
was able to visualize it, extract needed statistics, access the connection between two
articles, and see what keywords this connection consists of.

6.1.2 Trends

Before starting this research, I expected that understanding trends would be the
hardest part by far. However, even though I didn’t have much experience in this
area, I understood the dynamics relatively well.

Regarding predictions, I decided to use a simple model. The main reason was that
my data was in a time-series format, with only 7 entries per keyword. The results I
got were mostly reasonable, with only one exception.

6.2 Potential improvements

6.2.1 Data

The obvious improvement is to get more data. This could be achieved by including
more sports during scrapping. I’ve focused on the most popular sports in Europe
and the US that I know of. Potential candidates to add to the search are cricket,
boxing, formula one, and handball.

Another way is to go through more articles for each combination of a year and a
keyword. I looked at the top 100 results, and the last ones usually weren’t very
high-quality, but increasing this number will slightly increase the number of useful
results.

Finally, adding more years to the search will increase data set size and also will
improve trend analysis and predictions. However, I’ve looked at earlier years and
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got very few results, so this option should be used in combination with previous
ideas.

6.2.2 Trends

One of the best ways to improve trend analysis is to increase the sample size. So all
ideas mentioned in 6.2.1 apply.

With more data, more complex prediction models like ARIMA[30] will become much
more effective.
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Chapter 7

Conclusions

To summarize, my research was done successfully. Processed data could be useful
for further research, and the same type of analysis could be done for different areas.
Also, I intend to scrape articles from 2020 at the end of the year, analyse them and
see how accurate my predictions were.
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