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## Rubik's Cube layout construction and validation algorithm

by Bohdan Borkivskyi

## Abstract

Many sports have some monitoring systems, that help judges to make wise decision in controversial situation, such as VAR in football. VAR allows judge to check situation from different views, so nothing is missed.

In this work we propose a prototype of such system for speedcubing, i.e. sport of solving different puzzles, such as Rubik's cube on time. This system can help to prevent mistakes on scrambling stage, when cube is mixed from solved state following the specific algorithm. The developed system is able to locate cube on scene and based on observable parts can check layout with a list of allowed layouts.
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## Chapter 1

## Introduction

Sport is about competition, and every participant is interested in this competition to be fair. People understand that human judgment cannot be accurate and started implementing different systems that will not miss relevant data and help the judge in making the right decision.

Speedcubing is not a very popular sport, but it already has a lot of fans, conducted competitions, and tournaments. Nevertheless, now everything is done by people, from scrambling puzzles to judging participant's attempts. If some mistake takes place at any stage of the competition, it makes solving attempt easier for someone, but also it is tough to detect this mistake. There was an accident in some competition when the puzzle was scrambled in the wrong way, and competitor set world record in solving Rubik's cube. Fortunately, the mistake was revealed, and the attempt was refused.

In order to prevent similar situations, we introduce a system that will follow the cube on the scrambling stage, checking if it is scrambled in a proper way. Using state-of-the-art deep learning techniques for semantic image segmentation [24], we detect cube on the image, then detect cube faces (i.e., the cube has six faces in total) and extract the color of each piece. After we formed the layout from extracted colors, we can compare it with the original layout.

## Chapter 2

## Related work

### 2.1 Rubik's cube

As Rubik's Cube was invented almost half-century ago, there were many attempts to understand its logic, Mathematics behind it. As a result, a lot of solving approaches [8,23,11] were invented. For its inventor - Erno Rubik, it took a month to solve it for the first time.

With raise of Information Technologies and Artificial Intelligence, researches now are not only able to solve the cube from a given state, but also receive information about this state directly from world. [25,14]

### 2.2 ANN

Artificial neural networks [22] is a fundamental block of AI systems. Its creation was inspired by the human brain, so main units of ANN are called artificial neurons, and data flow inside ANN is similar to how brain neurons communicate with each other.

Neurons are arranged into layers; typical ANN structure consists of some amount of hidden layers, located between input and output layers (Fig. 2.1).

The ANN training process consists of two stages. The first one is forward propagation, and during this stage, initial information from sample $x$ is propagated to hidden layers, and then output $\hat{y}$ and loss are calculated. The second stage is backpropagation [5]. At this stage, we calculate the gradient of our loss function for our weights and update weights to minimize loss.


Figure 2.1: ANN structure [2]

### 2.3 CNN

Convolutional neural networks [9] presented a new type of layer that tries to solve some of the problems with layers connections in simple ANN.

ANN can handle some task that requires a small amount of data. Because neurons from different layers have a lot of connections with neurons on the next layers, adding new neurons to the input layer leads to a big increase in a number of connections on the following layers. It makes it not practical for input data with large size.

CNN introduces a new type of connection between layers. Now neuron on a convolutional layer (Fig. 2.2) is not connected with many neurons on the previous layer; it is connected with just a few of them. The second neuron is also connected with some portion of previous layer neurons but with a slightly different set of them. Benefits of such an approach are that every neuron knows information about a specific part of data, while in ANN due to high connectivity neuron has information from different parts of data. The other benefit is that number of parameters to be learned is extremely low in comparison to ANN. For each such layer, there is a common set of weights, called filter, which is applied to all neurons on the previous layer, and value is propagated to neurons, associated with that set of neurons.


Figure 2.2: CNN layer structure [26]

### 2.4 Image segmentation

Nowadays, in the time of self-driving cars and other autonomous systems, object detection does not cause any surprise. These systems need better scene understanding than just a position of some object. We need to understand the boundaries of those objects and, in some cases, to distinguish between each of them. For example, in one case, we do not need to distinguish between buildings; it is one type of obstacle for an autonomous car. However, in medical research, it can be crucial to distinguish between individual cells.

A common way of doing image segmentation is to use architecture with downsampling and upsampling parts, where the downsampling part is some CNN network, and its results are then upsampled.

## Object Detection



## Instance Segmentation



Figure 2.3: Object detection vs Image segmentation [32]

### 2.5 Existing approaches

There are different approaches to do Rubik's cube and faces detection; some of them are developed for detection from camera [10], and some others are robotsoriented [19].

In this [10] paper, researchers introduce a way of localizing the cube and detecting its faces using convolutional neural networks. The first stage is to detect the cube on the image - for this purpose, they trained CNN that predicts the center of the cube on the scene, and how large it is. Then they use K-Means [7] algorithm in combination with SLIC superpixel segmentation [34,29] to identify cube pieces candidates. Then they used the same CNN architecture again for three models to predict cube faces centers.

This approach has shown good results in both cubes and their faces detection, as well as color extraction. However, it remains unclear how the system is going to behave if some part of the cube is covered by finger. Also, they assume that the cube has a basic cube layout; therefore, the system is not able to detect faces that do not conform to this layout.

## Chapter 3

## Proposed Method

The general algorithm to obtain the cube layout is to detect where the cube is located on the image, then locate cube faces and extract colors on each face.

### 3.1 Cube detection

The first stage is to detect the cube on the image. The simplest approach is to find sets of parallel lines, representing a cube. The problem occurs when the cube is in hand; not all lines can be completely visible. Also, there are approaches for finding the cube's corner points. These approaches are good, but they can fail if those points are covered with fingers or any other objects. Even if there is enough data to get corner points, some of the cube edges and faces cannot be visible because of some objects covering them, then the color of that object can be interpreted as the color of the cube piece. So along with the problem of cube detection, we need to know what is still the cube and what is something that covers it. Image segmentation is an approach that could solve both tasks.

### 3.1.1 Dataset

The first stage of image segmentation is data collection. We went through a variety of publicly available videos, where people solve Rubik's cube in official competitions and extracted frames from them. Because the system is designed to be used indoors, we were not looking for videos where people solve the cube outside.

In order to label the data, we have used Supervisely [33] web platform. It allows us to make precise object masks and export all masks together with a variety of configuration parameters. For each image, we manually created a mask with the Bitmap tool. Mask denotes only visible part of the cube; hence if any objects (e.g., fingers) cover some part of the cube, the mask will surround such objects.

To make even more data for model training we have used different augmentations [28, 6].

Augmentations can not only produce more data, but also can make big variety of data from small number of samples. Here we introduce these augmentations with corresponding probabilities (Table 3.1).


FIGURE 3.1: Example of mask labeled using Supervisely platform

| Augmentation | Probability |
| :--- | :---: |
| HorizontalFlip | 0.5 |
| ShiftScaleRotate | 1.0 |
| CropNonEmptyMaskIfExists | 0.9 |
| RandomCrop | 1.0 |
| GaussianNoise | 0.2 |
| RandomBrightness | 0.9 |
| Blur | 0.9 |
| RandomContrast | 0.9 |

TABLE 3.1: Augmentations

### 3.1.2 Models

During our research we conducted several experiments using Python [21] packages pytorch [27] and segmentation-models-pytorch [37] with two popular architectures in image segmentation [20, 24], namely UNet [30] and FPN[18].

UNet
UNet consists of two main parts - downsampling and upsampling pathways. The downsample part is responsible for extracting features from data. On each layer, it produces a feature map that is later combined with its correspondence from the upscaling part. In the second stage, valuable features are upscaled. However, some information is lost during the convolutional process, so we need to get extra information from that stage and concatenate current stage data.

## FPN

At first glance, FPN is similar to UNet, but it has some major differences.
It also has feature extractor and upsampling parts. The main difference is that the final prediction is based not on the last layer but on the result of all upsampling layers that are concatenated altogether.

Also to solve problem with the information loss there are $1 \times 1$ convolutions used which are added with upsampling data.

### 3.1.3 Feature extractors

For better results, we trained our models with some pre-trained backbones. We conducted experiments with MobileNet [31] and SE-ResNeXt [12] backbones.


Figure 3.2: UNet architecture [36]


Figure 3.3: FPN architecture [36]

## SE-ResNeXt50

SE-ResNeXt is an improvement of ResNeXt [35] with SE blocks [13] added to it. We decided to use improved ResNeXt version because it achieved great results compared to other models and won first place in the ILSVRC 2017 classification challenge.

MobileNetv2
Model efficiency is important not only in terms of its accuracy but also in terms of speed (i.e., the time required to make inference). So we decided to use MobileNet backbone, which has ten times fewer parameters then SE-ResNeXt (2 million compared to 25 million in SE-ResNeXt)

### 3.1.4 Training process

During train, we used such training setup:

## Optimizer

For optimization, we used Adam [15] optimizer, which is now commonly applied.

## Loss

As our loss function we use Dice Loss [17, 24]
It is based on DSC, which is used to measure the similarity between two sets.
Formula of loss is as follows:

$$
D L(y, \hat{y})=1-\frac{2 y \hat{y}+1}{y+\hat{y}+1}
$$

## Metrics

As a metric we have used IoU, also known as Jaccard Index [20, 24]. It is one of the most popular metrics used in image segmentation. It shows similarity between $y$ and $\hat{y}$ by comparing their common part (intersection) with part covered by both of them (union):

$$
\operatorname{IoU}=J(y, \hat{y})=\frac{y \cdot \hat{y}}{y+\hat{y}}
$$

## Learning rate

During training, we have used an adaptive learning rate. If the metric was not improved during some period of time, the learning rate is going to be reduced by 10.

Initial $L R$ value is $1 \mathrm{e}-4$, and it can reduce down to $1 \mathrm{e}-7$.
Results are presented in Chapter 4

### 3.2 Cube faces detection

The next step is to detect cube faces. Here we make an assumption - we assume that cube is in the cuboid state, so no faces are turned relatively to others. Although it is a normal situation in speedcubing that after the attempt is finished, some of the cube faces can be not aligned, but when the attempt starts, the cube has to be a geometric cuboid.

During the segmentation process, we omit fingers that potentially can cover some parts of the cube; therefore, the produced mask shape will not be convex. Any cube projection is convex itself: if only one face is visible - the projection is square, which is convex if there are two faces visible, projection shape can be either pentagon or hexagon, and if there are three faces visible - mask shape can only be a hexagon.

For hexagon mask to be not convex there are two options:

- if mask vertex belongs to cube corner A (with single visible color) - it has to be closer to corner C (opposite corner on the same face) than to the diagonal BD (that goes through other two face corners). But this is geometrically not possible in projective geometry (Fig. 3.4);
- if mask vertex belongs to cube corner A (with two visible colors) - it has to be closer to cube center then line BC (between two adjacent corners). If this happens - opposite face will disappear, cube center will become new mask


Figure 3.4: Case 1 [1]
vertex and adjacent hidden face will appear. Therefore such movements will lead us to new visible faces, but still to hexagon shape (Fig. 3.5).


Figure 3.5: Case 2 [1]

Because two options are not possible - hexagon shape is always convex.
If the shape is pentagon - it means that there are two faces visible, and one of the corners is located exactly between two adjacent corners, so they form a single line. Because one of three parallel edges is located closer to the camera, it seems bigger than others, although all of them are of the same length. Consequently, the shape of such pentagon is convex. (Fig. 3.8)

In conclusion, every cube projection is convex. If our mask is not convex, the only reason for this is that some fingers cover the cube. In order to get a convex mask, representing the whole cube, we can calculate convex hull [16] of our mask (Fig. 3.6).

Convex hull gives us a set of convex mask borders, but because Rubik's cube has some rounded parts or there can be some noise on the image, the convex hull is split into small lines. So we gather those lines together, based on their angle on the


Figure 3.6: Convex hull
image. After this manipulation, we receive a set of lines that are mask edges indeed (Fig 3.7).


Figure 3.7: Convex hull reduced to six edges
After we obtained the mask, that is a projection of visible faces we can extract faces. Depending on the cube position, a number of visible faces can vary.

When the mask is square, then it represents only one face. If the mask has pentagon or hexagon shape, in order to find faces, we should find the last visible corner which is inside our mask. To do that, we can use calculations based on the perspective. Cube edges are parallel in the real world, but on the image, they are not. In fact, they do intersect, and the intersection point is called a vanishing point. We can use it to find the last corner. This corner belongs to edges, which are inside our mask, so to find their intersection, we firstly should find those edges. For each such edge, there are two visible edges that are parallel to it, and which are edges of cube mask. If the mask has five corners, then there is only one such edge, and if the mask has six corners, then there are three edges.

In a case with a pentagon mask (Fig. 3.8), when there are two faces, we already know three points of each face. But to extract face from the image, we need four of them. Firstly, we have to find intersection point A between parallel cube edges (parallel in the real world) because at this point they also intersect with the edge we want to find. The first point of this edge is point B that does not belong to any of the initial edges. The second point C lies on edge opposite to the first point and is the intersection of this edge with a line going through points A and B . As we know coordinates of points for the edge and for the line going through points A and B, we can easily calculate the intersection point $C$. So now we know all four points for each face and can extract them from the image.


FIgure 3.8: Intersection point $C$ in case of two visible faces
If the mask is a hexagon(Fig. 3.9), we also know three points for each of the three faces. The last point belongs to a corner that is visible but is inside the mask (corner $O$ ). It is also an intersection point of three edges that are visible but are not mask edges. Here we apply the same approach as with pentagon mask with a small difference - edges intersect with each other, but not with mask border edges. In an ideal situation, all three edges will intersect in one point, but because the mask cannot be absolutely precise, there can be some deviation. So we calculate intersection for every pair out of three edges, receiving three points in total. Then we calculate the mean point for these points, and it is nearly the corner of the cube and the fourth point for every face. Now we can extract all three faces from the image.

### 3.3 Cube faces extraction

In order to get an image of the individual face, we can apply a transformation to face area to convert it from quadrangle to square.

There are different types of geometries, with different transformations allowed in each.

As was stated before, parallel edges of the cube, in fact, intersect on the image, so there is no parallelism, and the only transformation we can use is a projective transformation.

Therefore, calculating the transformation matrix from source to destination positions and then applying it to the cube image will result in a square image of one face. We have to calculate three different matrices to get the image of each face.


Figure 3.9: Intersection point $O$ in case of three visible faces

|  | Euclidean | similarity | affine | projective |
| :---: | :---: | :---: | :---: | :---: |
| Transformations |  |  |  |  |
| rotation | X | X | X | X |
| translation | X | X | X | X |
| uniform scaling |  | X | X | X |
| nonuniform scaling |  |  | X | X |
| shear |  |  | X | X |
| perspective projection |  |  |  | X |
| composition of projections |  |  |  | X |
| Invariants |  |  |  |  |
| length | X |  |  |  |
| angle | X | X |  |  |
| ratio of lengths | X | X |  |  |
| parallelism | X | X | X |  |
| incidence | X | X | X | X |
| cross ratio | X | X | X | X |

Figure 3.10: Types of geometries [4]


Figure 3.11: Faces extraction

### 3.4 Color extraction

After we have a single face image, we can extract colors from it. As our image is square and we exactly know how pieces are arranged on the face, we can just split the face into nine squares.

Nowadays stickerless cubes (an example is on Fig. 3.11) become more popular, and the whole face piece is of a single color, but still, there are a lot of stickered cubes (an example is on Fig. 3.9), where the cube background is of one color, and the stickers are of a different color. But there is a chance that we can take background into account, or there can be some noise in case of not precise face extraction. So to detect piece color, we decided not to look at its borders with some configurable margin.

After we have calculated mean values of color on the piece, we compare it with predefined color values, which includes not only pure colors (e.g. ( $0,255,0$ ) for green) but also some mixed variations. Because each color is set of three values in the RGB scale, we can perceive it as a vector in three-dimensional space. In order to choose the closest color to one of the defined, we can calculate the difference between color vector and predefined vectors. The vector with the smallest difference corresponds to the color of the piece.


Figure 3.12: Color extractions result

### 3.5 Layout validation

In order to compare obtained colors with the real layout, we designed a program that simulates Rubik's cube movements and can produce a layout for a selected scramble.

Based on cube centers' colors, we adjust it to the default cube position and check if the cube layout fits the scramble.

In figures 3.11 and 3.12 there are some cube pieces that are not visible due to fingers covering them, so corresponding pieces are predicted to be black. At this stage, we do not take these pieces into account, so they are omitted during validating layout.

After validation succeeded, we mark cube on the frame with the corresponding color (i.e., green if the cube is scrambled correctly and red otherwise). In Fig. 3.13 we
first validated the cube layout with its corresponding scramble and then with some other scramble. As we can see, for appropriate scramble the cube was marked with a green border, and for the wrong scramble with a red border.


Figure 3.13: Color extractions result

## Chapter 4

## Experiments results

For gathering training data, as well as predicted labels, we used Wandb [3], which allowed us to instantly follow the training process on a remote computer, combine different metrics on one plot for better comparison and to follow improvements in image segmentation based on the predefined image.

Every model was trained for 100 epochs, and results are presented in Table 4.1
Although the best loss value was reached by FPN with a MobileNetv2 backbone, the best IoU score was reached by UNet with SE-ResNeXt50 backbone, which loss was two times bigger than the FPN result.

Both backbones achieved similar results during train with different architectures, so henceforth we introduce results for UNet with SE-ResNeXt50 and FPN with MobileNetv2 backbone, as they achieved better results for corresponding architectures.

As we can see from results (Fig. 4.1), loss decreased very quickly in the experiment with the FPN model, while the loss in the UNet experiment was decreasing slowly during all training.

During the FPN experiment, the learning rate was reduced a few times until it reached its minimal value, while during UNet experiment, the learning rate was reduced only once at the end of the training process. Although UNet reached the highest IoU value, it has the potential to improve this result with the longer training process.


FIGURE 4.1: Dice loss change during training
Here we introduce improvements of model understanding during the training process (Fig 4.4). On the first figure, the model went through 6 epochs, it is not confident whether the colorful mat is a cube or not, but it knows that hands and


FIgURE 4.2: IoU change during training

| Model | Backbone | Validation Loss | Validation IoU |
| :--- | :---: | :---: | :---: |
| Unet | SE-ResNeXt50 | 0.1181 | $\mathbf{0 . 9 2 7 3}$ |
| Unet | MobileNet-v2 | 0.1237 | 0.9182 |
| FPN | SE-ResNeXt50 | 0.0777 | 0.8634 |
| FPN | MobileNet-v2 | $\mathbf{0 . 0 5 6 5}$ | 0.8978 |

TABLE 4.1: Training results


FIGURE 4.3: Visual comparison of model predictions with ground-truth labels
monotone color surfaces are not a cube for sure. On the second figure (17 epochs of training), it is pretty confident where the cube is on the image, but it still has doubts where the cube area ends. On the third figure ( 25 epochs), it marks cube quite precisely but still has some doubts about fingers. After 50 epochs, it is confident in segmenting cube and fingers but has some problems with dim faces.


FIGURE 4.4: Segmentation model predictions during training

## Chapter 5

## Conclusions

### 5.1 Dataset

We have collected a dataset of cube masks, where objects that cover the cube are omitted. This dataset can be used to train segmentation models. It can also be used for other purposes. For example, if one wants to create a cube detection system, just to know the cube location, they can calculate the middle point for the cube mask and train an utterly different model.

### 5.2 Approach

We propose a new approach for cube detection using recent advancements in image segmentation. As a result, we know not only cube location on the image, but also receive its mask.

Using cube mask and perspective rules, we compute all points necessary to extract cube faces. From each face, we extract pieces' colors and form an actual cube layout. And then, we compare it with a layout created from the given scramble.

Parts of the developed system can be used standalone. For example, the model can be used to predict labels for some other tasks that do not require following faces extraction, or the color extraction part can be used with well-prepared images of cube faces.

## Chapter 6

## Future work

### 6.1 Model performance

Although the model is performing quite well (best validation IoU equals $92 \%$ ), but it may struggle to perform in dim environments. Also, on all images in the dataset, there are representatives with white skin color solving the cube, so we do not know how the model will perform with representatives of different skin colors. In order to solve these problems, we have to collect more data, representing different situations, such as brightness in the room, cube type, and people solving the cube.

As seen from Results (Chapter 4), even with a good metric score, it has the potential to perform even better. During experiments, we were training models for 100 epochs, but if there was no limit, the model could achieve better results.

### 6.2 Layout validation

Current algorithm checks if the cube is scrambled correctly based on a default Rubik's cube layout. However, in competitions, it is not required to have an identical layout so that it can vary (e.g., two colors are swapped, or instead of one color purple is used). In order to properly handle such cases, layout verification can be modified, not to check exact color locations, but relative location. For instance, if one of the colors is changed, then we have to check that all occurrences of that color on cube coincide with occurrences of any color in true layout.

Now the algorithm checks similarity with predefined colors. However, when a new version of layout validation is implemented, there will be no need to define a cube piece color. Then we just have to create a map of identical colors, and it should match a map of any color on the true layout.
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