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Abstract

IAEA dosimetry laboratory (DOL) uses almost the same schedule for sending RPLD
sets to hospitals around the world each year. Hospitals irradiate sets and send them
back to the DOL for further analysis. The workload intensity of laboratory mostly
depends on number of sets it receives each month. The goal of this project is to cre-
ate more balanced schedule of irradiation windows, by minimizing the difference
between received number of sets each month. The project consists of three main
steps: forecasting waiting time, forecasting number of sets and scheduling. As a re-
sult, predictions for waiting time created by LSTM and ARIMA, together with pre-
dictions for number of sets created by Exponential Smoothing were used to generate
more balanced schedule of irradiation windows using Linear Programming. New
schedule satisfies all constraints and can be used next year for IAEA/WHO postal
dose quality audits.
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Chapter 1

Introduction

1.1 Problem

Radiotherapy is one of the most effective forms of cancer treatment, and an integral
component of a treatment strategy for one in two cancer patients. To ensure accurate
radiation doses are administered to the patient, treatment machines like Co-60 and
medical linear accelerators (linacs) need to be regularly calibrated.
The dose higher than the prescribed dose can cause damage to healthy tissue and
may lead to serious health complications. On the other hand, tumour underdosage
will limit the curative value of radiotherapy. Therefore, quality assurance programmes
including regular participation in external dosimetry audits that independently check
the beam calibration are imperative for hospitals to provide safe and effective cancer
treatment to their patients.

Since 1969 the International Atomic Energy Agency (IAEA), together with the
World Health Organization (WHO), offer postal dose quality audit services to can-
cer hospitals around the world. The IAEA’s Dosimetry Laboratory (DOL) regularly
sends out solid state dosimeters to hospitals, where medical physicists irradiate
them with a typical dose and send these dosimeters back to DOL for further mea-
surement and analysis. In case a discrepancy is detected between the dose measured
at DOL and the dose stated by the participating hospital DOL will conduct one more
check, a follow-up, and if necessary, organize an on-site visit by an expert who will
investigate a possible cause of the discrepancy and will provide recommendations
to the hospital.

Audits to hospitals are organized monthly with nine irradiation runs (windows)
planned annually. An irradiation run has a defined time period within which a
group of radiophotoluminescent dosimeter (RPLD) sets called an RPLD batch is sent
to hospitals in different countries. RPLD sets that are sent to the same country usu-
ally belong to the same irradiation run. Distribution of participating countries into
irradiation runs is done based on several parameters and historical participation
data. For example, if countries have the same audit coordinator, DOL will group
them into one batch. Similar annual plans are used each year, which means that
countries usually receive RPLD sets from DOL almost at the same time each year.
Hospitals are required to return dosimeters within two weeks after irradiating them
but in practice the turnover time might be longer for individual hospitals or coun-
tries. This results in the duration between the irradiation window and receiving the
packages back at DOL differ and change over time, making it challenging to plan
and evenly distribute the monthly workload at DOL. To improve the balance in the
working rhythm of DOL and avoid queues to the dosimetry readers that may result
in delays in reporting results to participants, an analysis of the patterns of returning
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dosimeter packages to the IAEA should be performed.

1.2 Goal

For this reason, the main objective of this project is to predict the date of receipt of
RPLD packages from the hospitals back at DOL. This forecast will assist in establish-
ing an algorithm to help schedule when a package is anticipated to be received back
at DOL, based on the date of the irradiation window. Furthermore, it is anticipated
that through this planning, the schedules throughout the year can be uniformly dis-
tributed. The ultimate aim of scheduling irradiation windows in such a way is that
it would 1) alleviate the work intensity and pressure on DOL staff and 2) reduce po-
tential delays in reporting back to participating hospitals. The optimally balanced
system should have almost the same number of RPLD sets, which the laboratory
receives from countries, each month.

1.3 Description of processes

Firstly, in November DOL creates plan with irradiation windows for the next year.
In December it sends out invitations to participants asking whether they want to
participate and how many dosimeters they need. The laboratory has a rule of max-
imum three sets per hospital. DOL has established rules for sending sets. So, if it
sends RLPD sets to Chili, for example, it will send them two months before irradi-
ation window, to which Chili is assigned. Having the response from hospitals and
knowing to which irradiation window country is assigned by created plan, DOL
sends out sets. After the hospital receives dosimeters with all instructions, medical
physicists irradiate them and send them back to the laboratory for check. Physicists
have to irradiate sets between start and end of irradiation window (batch). The time
between the end of irradiation window and receive date is called "waiting time" in
the scope of this project. When DOL receives sets, it checks them and sends back to
the hospital results of an audit.

FIGURE 1.1: Description of processes
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1.4 Approach

Project processes are divided into three main steps:
1) forecasting the time between the end of an irradiation window (end date when the
hospital can irradiate RPLDs to be checked according to the annual audits agenda)
and receipt dates,
2) forecasting number of RPLD sets that DOL sends to countries in each batch and
3) modeling assignment of countries to irradiation runs through the year.

The second step is needed because when DOL creates a plan in November, it
does not know how many sets to expect from each country. The laboratory sends
out invitations to participate in an audit after a plan is created. And only from re-
sponses to these invitations DOL finds out how many sets to send to each hospital.
But using historical data the number of sets can be forecasted and used for creating
balanced schedule.

Predicted waiting time and the number of sets allows us to understand when and
how much sets we expect to receive from countries, based on irradiation window to
which country is assigned.

FIGURE 1.2: Visualisation of project’s goal
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1.5 Constraints

Having the duration between the end of irradiation window date and the receipt
date, and expected number of sets per country, a schedule should have almost the
same number of dosimeters received each month, taking into account the following
constraints:

1) Holidays – DOL should avoid sending dosimeters to countries during
their national holidays;

2) Methods of dosimeters’ distribution. Countries which receive dosime-
ters through PAHO (distributor for Latin America and the Carribean), should be
assigned to one of the specific three irradiation runs.

3) Non-operational/fixed months. DOL has scheduled ten irradiation win-
dows when countries are supposed to irradiate sets. One irradiation window is fixed
for SSDL. But in the scope of this project we analyze just hospitals, that means nine
irradiation windows. In January and July the laboratory does not have planned ir-
radiation windows, May is fixed for SSDL.

4) Already established annual audit schedule. The laboratory has agree-
ments with each country for more than 20 years, and changes to established process
should be really valuable to be made. So, the task is to find changes that would in-
fluence the most on balance of DOL workload.
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Chapter 2

Related Works and Background
Information

2.1 Forecasting

Forecasting – is predicting the future using all available information, including his-
torical data and knowledge about any processes, events that might impact the fore-
casts.

Forecasting becomes more and more popular for data analysis and a wide vari-
ety of ways to create predictions are being improved with impressive speed. You can
use simply the most recent observation as a forecast or think about something more
complex, such as neural networks and economic systems of simultaneous equations.
The choice always depends on the number and quality of the available dataset. Re-
gardless of the circumstances or time constraints, forecasting is an important aid to
effective and efficient planning.

In the book (Hyndman, 2018), it is recommended firstly to check predictability
of an event, that depends on:

1. how well we understand the factors that contribute to it;
2. how much data are available;
3. whether the forecasts can affect the thing we are trying to forecast.

In our case, it is very difficult to define reasons, why one or another hospital
tends to keep packages a particular period of time. We can not analyze seasonality,
because each country used to receive packages almost in the same month each year.
We do not have any information about processes in the hospital. For example, who
is responsible for accepting applications, packages and irradiating them and what
influences the time, when they do this. Also, we have limited data about sets’ trans-
portation. We know what type of transportation we use for each country (direct to
hospital, through PAHO or representative of the country) but we have no idea how
long it takes as soon as time depends not only on distance but also on responsibility
of ambassador and any unexpected circumstances that can appear.

It would be much easier if we have any information about hospitals’ schedules
and how control over them is organized. We can just do some intuitive assumptions
based on historical data about their previous experience participating in the audit
and general information about the hospital (location, number of machines and hu-
man resources, participation in other programs organized by IAEA). Lack of more
detailed information causes uncertainty in analysis and difficulties in making fore-
casts.

To sum up, without knowing whether we have data that can influence on RPLD
package waiting time, we would like to try all three ways: descriptive model (using
all possible features), time series forecasting (using only historical data about wait-
ing time (WT) in the past) and mixed model, that combines two previous models.
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A model with predictor variables, in the first case, might be of the form:

WT = f (size, location,machines, specialists, error),
second case:

WTt+1 = f (WTt,WTt−1,WTt−2,WTt−3, . . . , error),
third case:

WTt+1 = f (WTt, size, location,machines, specialists, error),

The ‘error’ for any variation caused by not included variables.

2.1.1 Hierarchical Time Series

Since we have a hierarchical structure of data (countries, hospitals, machines), it
makes sense to try hierarchical time series forecasting (Hyndman, 2018). We would
like to create a complex system, where forecasts of country’s waiting time add up to
give forecasts of hospital’s waiting time.

FIGURE 2.1: 2-level Hierarchical structure

‘Total’ is the most aggregate level of data (0-level), that is divided into smaller
series (lower level) recursively. The t-th observation of Total series is denoted by yt
for t=1,. . . ,T. To denote the t-th observation of Total series is corresponding to node
j at a lower level, we use yj,t. For example, yAA, t denotes the t-th observation of
the series corresponding to node AA at level 2. The total number of series in this
hierarchy is n=1+2+5=8 and the number of observations at bottom-level will sum to
observations of series above for any time t.

yt = yAA,t + yAB,t + yAC,t + yBA,t + yBB,t

yA,t = yAA,t + yAB,t + yAC,t

These equations can be more efficiently represented using matrix notation.
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yt
yA,t
yB,t

yAA,t
yAC,t
yBA,t
yBB,t


=





1 1 1 1 1
1 1 1 0 0
0 0 0 1 1
1 0 0 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 1


∗


yAA,t
yAC,t
yBA,t
yBB,t




(2.1)

The simplest way to generate coherent forecasts is to use the bottom-up ap-
proach, that means basically the creation of bottom-level forecasts and summing
these to get forecasts of levels above. But there is little bottom-level data and it is
quite noisy. So, that makes the top-down approach more attractive for use. This ap-
proach works only with strictly hierarchical aggregation structures and begins with
generating Total series forecast yt and then disaggregating these down the hierarchy.
p1, . . . , pm – set of proportions which define how forecasts of Total series should be
distributed to obtain bottom-level forecasts.

ỹAA,t = p1ŷt, ỹAB,t = p2ŷt

There are several ways to calculate pj. One of them is called “average historical
proportions”. Each pj is the average of all historical proportions of bottom-level
series yj,t over the period t=1, . . . ,T.

pj =
1
T

T

∑
t=1

yj,t

yt

In a book (Hyndman, 2018), you can find several more complex approaches to
calculate proportions and even how to forecast them to solve the problem of infor-
mation loss caused by aggregation and to take advantage of individual series char-
acteristics. Sometimes a special combination of bottom-up and top-down methods is
used, when there is an interest in the forecast on the intermediate level of hierarchy.
Unfortunately, all methods do not take into account exciting correlations in the hier-
archy structure, same as prediction intervals for the forecast. In a book (Hyndman,
R.A. Ahmed, and Shang, 2011) it was proposed new optimal combination forecast
method for HTS. It involves creating forecasts for all hierarchy series and then using
of regression model to get a reconciliated forecast.

Unfortunately, currently we have too little data about hospitals to make hierar-
chical forecasts, but in future, it can become an effective approach.

2.1.2 ARIMA

Autoregressive Integrated Moving Average Model (ARIMA) – class of statistical
models, that is used to better understand or predict time series data (Hyndman and
Athanasopoulos, 2018). ARIMA is a generalization of the autoregressive moving
average model. The AR part of ARIMA stands for ‘autoregression’. This model de-
scribes time series in terms of dependency between observed values and some linear
combination of previous observed values up to a defined maximum lag, denoted p,
plus random error.
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yt = φ1yt−1 + φ2yt−2 + . . . + φpyt−p + εt

The MA of ARIMA stands for ‘moving average’. This model uses dependency
between an observed value and some linear combination of previous random error
terms (residuals) up to defined maximum lag, denoted q.

yt = εt + θ1εt−1 + θ2εt−2 + . . . + θqεt−q

,where θq is the cofficient for the lagged error term in time t-q.
The I of ARIMA, in the middle, stands for ‘integrated’ and indicates, that data

values are replaced, in some cases even several times, with differences between cur-
rent and previous values. Using ARIMA allows modeling non-stationarity. ARIMA
(p,d,q,) –standard notation, where parameters mean:

p - lag order
d - degree of differencing (to make time series more stationary)
q - order of moving average

ARIMA can be configured to do the function of AR, I, MA, ARMA models if
specific parameter(s) will have the value of 0. ARIMA model in the formula can be
written as:

y′t = c + φ1y′t−1 + . . . + φpy′t−p + θ1εt−1 + . . . + θqεt−q + εt,

where y′t - differenced series, predictors include lagged values of yt and lagged
errors.

2.1.3 LSTM

Long Short Term Memory (LSTM) network – recurrent neural network (RNN) that is
able to learn long-term dependencies (Hochreiter and Schmidhuber, 1997). Simple
RNN is a chain of repeating modules with one tanh layer of the natural network.
(Olah, 2015)

FIGURE 2.2: Recurrent Neural Network

LSTMS’s repeating module consists of four interacting layers, that allow it to
forget what we want to forget and keep just needed information.
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FIGURE 2.3: Long Short Term Memory network

Starting from the left, new value x is concatenated with previous output from
cell ht−1 and fitted to sigmoid layer (also called “forget gate layer”), which outputs
numbers between 0 and 1. Output ft indicates how much data should be kept: 1
means – everything, 0 – nothing.
Next process – deciding what information should be stored in a cell state. Sigmoid
layer (also called “input gate layer”) returns values that will be updated, while tanh
layer generates new candidate values for cell state.
Then we are ready to update the state. The old state should be multiplied by ft
to forget not needed information. Then we add result of the previous operation
with multiplied candidate values by the value that indicates how much state values
should be updated. Next sigmoid layer decides what cell state parts should be in-
cluded in the output. We fit cell state to tanh and multiply it by results from sigmoid
gate. The returned output will include just parts that it has been decided to be im-
portant.

2.1.4 Light GBM

Ensemble – is a combination of predictors that aim to reduce the difference between
an actual value and predicted one. Such difference is caused by noise, variance and
bias factors. Ensembling techniques are classified into Bagging and Boosting.

Bagging - is a collection of independent predictors combined by some averaging
techniques. Each predictor uses different observations from the dataset obtained by
the bootstrap process. It means that we randomly choose sub-samples (bootstraps)
for each predictor. Since many uncorrelated learners in bagging ensemble work on
final prediction, the variance will be reduced. Random forest is an example of bag-
ging ensemble.

Boosting - is a sequential combination of predictors, where models learn from
mistakes of previous models. Observations for each model are chosen not randomly
but based on how often previous models made a mistake with this observation.
Boosting ensemble is faster to compare with bagging one. Gradient boosting is an
example of boosting ensemble.
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FIGURE 2.4: Difference between Bagging and Boosting

Gradient Boosting – is a machine learning algorithm for regression and classi-
fication that predict using an ensemble of weak predictors. (Friedman, 1999) The
idea of algorithm is to repetitively leverage the patterns in residuals and strengthen
model with weak predictions.(Grover, 2017) The process looks like:

1) we use simple models to predict values and find errors

2) while predicting with next models we focus on data points with the largest
errors from previous models

3) we give weight to each predictor and combine them all

Light Gradient Boosting Model (GBM) - is a gradient boosting framework, where
word “Light” stands for “fast”, based on decision tree algorithm. (Ke et al., 2017)
Training speed is faster, memory usage is lower and accuracy usually better to com-
pare with XGBoost model. Light GBM grows tree leaf-wise, not level-wise as usually
other tree models do. To grow the algorithm will choose leaf with maximum delta
loss. (Mandot, 2017)

FIGURE 2.5: Leaf-wise tree growth

FIGURE 2.6: Level-wise tree growth
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Growing leaf-wise allows for reducing more loss in comparison with level-wise
growth.

2.1.5 Dynamic Regression

Dynamic regression model (DRM) is a model which is time-dependent and which
includes the logged value of explanatory variables (Hyndman, 2018).

Auto-regressive distributed lag model (ARDL) - specific case of a class of dy-
namic regression models.

yt = B0xt + B1xt−1 + B2xt−2 + ... + Bkxt−k + etc
where B0, B1, B2, ..., Bk – impulse response function of the mapping on xtto yt.

A lot of papers are written about comparing time series forecasting and dynamic
regression model. For example, in the paper (Othman, Mohammed, and Ismaeel,
2013), researchers predict average monthly humidity using only one feature that has
a big impact on humidity - average monthly relative rainfall. They were using both
ARIMA and DRM for forecasting and concluded with best choice for their dataset -
DRM.

ARIMA model can handle time series dynamics but does not take in a count
other features of the process that can have a big impact on forecasts. But fortunately,
ARIMA can be extended to include other information. Details about how to combine
ARIMA and regression can be found in a book (Hyndman, 2018).

2.2 Scheduling

2.2.1 Linear Programming

For scheduling task, Linear Programming (LP) model may be used. LP is a method
to achieve the best outcome in a mathematical model whose requirements are rep-
resented by linear relationships (Schrijver, 1998). LP model has the number of ac-
tivities, some constraints, and objective that the model tries to achieve by changing
decision variables. The typical objective of such model is about minimizing costs or
maximizing profit.

LP is one of mathematical programming models, that distinguishes itself by pos-
sessing three main properties: proportionality, additivity, and divisibility. The pro-
portionality means that by multiplying the value of any activity by a constant factor,
we multiply its contribution to objective or constraints by this factor as well. The
additivity property means that total contribution to constraint equals to the sum of
activity contributions to that constraint. The divisibility property means that both
integers and non-integers can be used as changing variables in the LP model.

There is a good example for scheduling task in a book (Winston and Albright,
1994). Braneast Airlines have to schedule daily flights between New York and Chicago.
Every day Braneast’s crew have two flights Chicago-New York and New York –
Chicago with at least one hour of downtime. The airline company wants to sched-
ule flights in such a way that it covers all flights and minimize downtime for crews.
Braneast’s crews are Chicago based or New York based and the company should
figure out how many of each city based crews it needs.
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FIGURE 2.7: Flight schedule

Decision variables: 0–1 values depending on the assignment of crews to
pairs of flights

Other output cells: Downtimes for crews
Objective: Total downtown
Constrains: Flow balance

It was decided to model this problem as a network with flows. The type of node
indicates whether a flight is from Chicago (‘C’) or New York (‘N’). Nodes are linked
by arcs if there is an ability for the crew to make this flight, taking in a count at least
one hour of downtime.

For example, if C2 (second Chicago based crew) leaves Chicago at 9 A.M., he
arrives in New York at 1 P.M. Then he has to spend at least one hour of downtime to
be able to take another flight. So, there are three possible flights for him from New
York back to Chicago: 2 P.M., 4 P.M. and 7 P.M.

FIGURE 2.8: Network of flights
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FIGURE 2.9: Network of flights 2

Using this concept excel file was created, and a solution was found by excel
solver. The company should have two Chicago-based crews and five New York-
based crews with a minimal total downtime of 26 hours.

2.2.2 LRM

LRM - heuristic algorithm for balanced multi-way number partitioning (BMNP),
that splits the collection of numbers into subsets with almost same cardiality and
subset sums. (Zhang, Mouratidis, and Pang, 2011)
LRM works with uniformly distributed numbers with odd subset cardinality b (for
example b=3).
Firstly, collection of numbers is sorted in descending order and divided into b groups
(p1, p2, p3) with means (µ1,µ2,µ3) respectively. To get perfect balanced partitioning,
the sum of each final subset should be close to µ1 + µ2 + µ3. To form subset, we
take the leftmost number vL from one group, the rightmost number vR from another
one and compensating number from the middle of remaining group that is closest
to ∑i=3

i=1 µi − vL − vR. Leftmost number we take from group with the largest spread,
rightmost from second largest spread group and middle from group with smallest
spread.
For example, we have p1 = (12,11,10,9), p2 = (8,7,6,5), p3 = (4,3,2,1) and µ1 + µ2 +
µ3 = 19.5. Since all 3 groups have same spread of 3, we use p1 for getting leftmost
number vL - 12, and p2 for rightmost vR - 5. The compensation number is chosen
from p3 - 2, to be the closest to 19.5 - 12 - 5 = 2.5. So, first subset will be {12,5,2}. Now,
spread of p1 = (11,10,9), p2 = (8,7,6) and p3 = (4,3,1) is 2,2,3 respectively. It means
that p3 and p1 will be chosen for L and R operations. Using previously described
concept, second subset will have the form of {4,9,6}. Repeating the process, final
optimal partitioning can be obtained - ({12,5,2},{4,9,6},{3,10,7},{1,11,8}), with a spread
of only 1. LRM can be extended to odd values of b larger than 3.
The time complexity of LRM is O(nlogn).
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Chapter 3

Description of data

3.1 Dosimetry audits dataset

ID Name Type Values Description
1 Audit Type String RT Radiotherapy
2 Participation

Type
String a) Hospitals

b) SSDL
Hospitals and Second Stan-
dard Laboratories (SSDL) are
participating in audits. Only
Hospitals are analyzed in the
scope of this project.

3 Participation
Category

String a) CRP
b) QUATRO
c) Regulator Par-
ticipation
d) Special Re-
quest

a) Coordinator Research
Project
b) Quatro mission
c) Planned participation
d) Participation upon special
request (highest priority)

4 Coordination
Network

String a) PAHO
b) WHO
c) Blank

a) Coordinator for Latin
America
b) World Health Organiza-
tion
c) Hospital does not have
coordinator

5 Operator ID Integer 3260 -17183 ID of hospital in DIRAC
database

6 Batch ID Integer 1-385 ID of Irradiation window
7 Batch No Integer 1-303 Number of Irradiation win-

dow (descriptive id)
8 Batch Year Integer 1969-2019 Year of Irradiation window
9 CCode String UKR(Ukraine),

FIN(Finland), etc.
Code of country (Human
Health division of IAEA
Standard)

10 Country
ISO3Code

String UKR(Ukraine),
FIN(Finland), etc.

Code of country (ISO3)

11 Communication
Language

String a) English
b) Spanish
c) Russian
d) Blank

Language of communication
in country

TABLE 3.1: Dosimetry audit dataset

https://www.iaea.org/services/coordinated-research-activities
https://www.iaea.org/services/coordinated-research-activities
https://www.iaea.org/services/review-missions/quality-improvement-quality-assurance-team-for-radiation-oncology-quatro
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12 Send To
Data Sheets
Option

String a) DirectHospital
b) NationalCoor-
dinatorPAHO
c) HospitalCC-
NationalCoordi-
nator
d) NationalCoor-
dinator
e) NationalCoor-
dinatorCCPAHO
f) Blank

Option that is used for sending
datasheet and sets to hospitals:
a) Directly to hospital
b) Through PAHO
c) Directly to hospital notifying
national coordinator
d) Through national coordinator
e) Through national coordinator
notifying PAHO

13 Return
Data Sheets
Option

String a) OptionA
b) OptionB
c) OptionC
d) Blank

a) Return of data sheets to the
IAEA and dosimeter sets to the
National Dosimetry Audit Coor-
dinator
b) Return of data sheets and
dosimeter sets to the National
Dosimetry Audit Co-ordinator
c) Return of data sheets and
dosimeter sets to the IAEA

14 Set Status String a) Accepted
b)
DataSheetsMiss-
ing
c) ErrorDuringIr-
radiation
d) Im-
provedAfter-
FollowUp
e) Improved-
NextParticipa-
tion
f) LostInTransit
g) NotReturned
h) NotReturned-
NextParticipa-
tion
i) Other
j) Persisting
k) ResolvedBy-
Expert
l) Resolved-
BySSDL
m) Unexposed
n) Blanks

Status of set:
a) Results are considered to be
successful
b) Datasheet(s) missing or not
filled in
c) Error occurred during irradia-
tion
d) Successful results for follow up
set
e) Successful results for next par-
ticipation (after follow up)
f) Set is lost during transition
g) Set is not returned to DOL
h) Set is not returned to DOL dur-
ing next participation
i) Other
j) Same results
k) Set is checked by an expert (af-
ter follow up)
l) Set is checked by SSDL (after fol-
low up)
m) Set is unexposed (returned but
not irradiated)
n) Results are in limits

15 Set Type Integer a)1
b) 2

a) First participation
b) Follow up in case first results
outside the limit

16 Set ID Integer 1-17889 ID of set
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17 Application
End Date

Date 2013-2019 Last date when application for
participation can be sent to hospi-
tals

18 TLD Package
Send Date

Date 2013-2014,
2016-2018

Date when datasheets, instruc-
tions are sent through email

19 Batch Start
Date

Date 1998-2019 Date when Irradiation window
starts

20 Batch End
Date

Date 1998-2019 Date when irradiation window
ends

21 Set Sent On Date 1996-1997,
2001-2019

Date when physical package
(dosimeter, holder, etc. . . ) is sent

22 Irradiation
Date

Date 1969-2019 Date when dosimeter is irradiated
in hospital

23 Set Received
On

Date 2001-2019 Date when DOL receives set from
hospital

24 Reading Date Date 1969-2019 Date when DOL reads dosimeter
25 Evaluation

Date
Date 1969-2019 Date when results of dosimetry

audit are evaluated
26 Certificate

Date
Date 1969-2019 Date when certificate with results

is prepared
27 Sign By Offi-

cer On
Date 1969-2019 Date when certificate is signed by

officer
28 Sign By Sec-

tion Head On
Date 1969-2019 Date when certificate is signed by

Section Head
29 Dispatched

On
Date 1969-2019 Date when certificate is sent back

to the hospital
30 Archived On Date 1969-2019 Date when process is closed
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3.2 DIRAC dataset

ID Name Type Values Description
1 Longitude Float 102.62,

19.82351,
etc. . .

Longitude of hospital

2 Latitude Float 102.62,
19.82351,
etc. . .

Latitude of hospital

3 Region ID Integer 0-15 ID of Region of hospital:
0 - IAEA
1 - North America
2 - Mexico and Central America
3 - Tropical South America
4 - Temperate South America
5 - Caribbean
6 - Western Europe
7 - Eastern Europe and Northern
Asia
8 - North Africa
9 - Middle Africa
10 - Southern Africa
11 - Middle East
12 - South Asia
13 - East Asia
14 - Southeast Asia
15 - Southern and Western Pacific

4 RTCenters Integer 1 Number of Radiotherapy centers
with Brachytherapy in hospital

5 RTCenters
WithRT

Integer 0, 1 Number of Radiotherapy centers in
hospital

6 Linear Accel-
erator

Integer 1-10 Number of Linear Accelerators in
hospital

7 Radionuclide
Teletherapy

Integer 0-6 Number of Radionuclide Therapy
machines in hospital

8 CT Integer 0-4 Number of Computed Tomogra-
phy in hospital

9 Simulators Integer 0-4 Number of Simulators in hospital
10 RadOncologists Float 0-50 Number of Radiotherapy Oncolo-

gists in hospital
11 TPS Float 0-42 Number of Treatment Planning

Systems in hospital
12 Physicists Float 0-680 Number of Physics in hospital
13 Technicians Float 0-94 Number of Technicians in hospital

TABLE 3.2: DIRAC dataset
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3.3 World Bank dataset

ID Name Type Values Description
1 Income

Group
String a) H

b) L
c) LM
d) UM

Income Group of country:
a) High-income
b) Low-income
c) Low-middle income
d) Upper-middle income

2 Population Integer 65441-
1386395000

Population of country

3 GDP Float 44595558.6-
12237700479375

Gross domestic product of country

4 GNIpc Integer 70-89950 Gross National Income per Capita
of country

5 Health
Expen-
ditures

Float 5.1875-
2816.1263

Health and health-related expendi-
tures of country

6 Life Ex-
pectancy

Float 43.746-84.278 An average time an organism is ex-
pected to live

TABLE 3.3: World Bank dataset

3.4 New own features

ID Name Type Values Description
1 Waiting

Time
Float -91-875 Time between “BatchEnd” (end of

irradiation window) and “SetRe-
ceivedOn” (date when set is re-
ceived back to DOL from the hos-
pital)

2 MIN wt Float -91-62.38 Minimum “WaitingTime” for coun-
try from all history

3 MAX wt Float -6-875 Maximum “WaitingTime” for
country from all history

4 LEN wt Integer 1-752 Number of times when country
participated in audit

5 TOTAL wt Float -103.61 -
76578.41

Sum of all “WaitingTime” for coun-
try

6 MEAN wt Float -25.9 -124.87 Mean of “WaitingTime” for country

TABLE 3.4: New own features
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Chapter 4

Visualisation

4.1 Waiting time for all countries

Waiting Time - the time between the end of an irradiation window (BatchEndDate
in the database) and receipt date was calculated. It is the target variable that will be
predicted in this project. Bellow representation of all waiting times is shown, when
BatchEndDate and SetReceivedOn are not empty. (starting from the 2001 year, 130
BatchID).

FIGURE 4.1: Waiting time VS Batch End Date - all countries

4.2 Waiting time per country

In order to understand better trends that countries have, there some visualizations
with waiting times per one country. India and Ukraine were chosen for further ex-
periments. They have close number of data but different ability to be predicted.
(shown later in "Experiments" chapter)
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FIGURE 4.2: Waiting time VS Batch End Date - India & Ukraine

FIGURE 4.3: Number of data per country

4.3 Descriptive Statistics

Some descriptive statics about waiting time:

Min – -91 days (ROM 2003)

Max – 875 days (BAN 2012)

Median – 41 days

Mean – 54.1 days

Standard Deviation – 58.29 days

Mode – 34 and 45 days

Especially interesting is the minimum. According to the dataset, DOL received
set three months before the end date for irradiation. Waiting time can be negative
in case if DOL sends set to the hospital very early and hospital returns it back after
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irradiation before the end of irradiation window. But three months it is probably too
long period to be true. There are situations, when the hospital asks to perform audit
earlier, but documents are formed later. Maximum defines the case, when the set
was in a the hospital more than two years.

4.4 Comparing DOL work intensity for last 3 years

Comparing DOL work intensity through distribution of receipts and number of sets
per receipt for last 3 years.
Upper graphic shows number of sets received at one day of the month (all days of
one month have one color).
Lower graphic shows distance in days between receive dates.

FIGURE 4.4: DOL work intensity in 2016
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FIGURE 4.5: DOL work intensity in 2017
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FIGURE 4.6: DOL work intensity in 2018

Figures above show that distribution changes and becomes more balanced, but
still, improvements are needed. DOL work intensity increases significantly when it
receives a lot of sets at one time. From figures, also can be seen, that there are periods
when DOL receives sets more often. New plan should balance the number of sets
received each month.
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Chapter 5

Pre-processing

5.1 Cleaning

Only hospitals’ data was analyzed in the scope of this project. Audits for SSDL
were deleted. Available data starts from 1996 but only starting from 2001 year, some
additional columns in the database, such as Receive date, Signed date, Archived
date, etc., were created. So, the decision was made to use only data after 2001.
Thanks to first created visualization, I have found several strange outliers, which
were reviewed and edited by an expert.

5.2 Missed data

While merging different databases, I have faced with some missed data. World Bank
dataset about countries included only data till 2017, so data from last available year
was duplicated for the next two.
Rows from Dosimetry audit dataset, where Batch end date or Receive date is empty,
were deleted.

5.3 Transformation

For descriptive model all features were transformed to numeric.

String values were converted to dummy variables (0/1).

Dates were converted to 3 separate columns with year, month and day.

All three databases, Dosimetry audits, World Bank and DIRAC, were merged
based on hospital or country values.
Also, new features were created using several statistics about waiting time per coun-
try. All used databases and new features are described in "Description of data" chap-
ter.

5.4 Splitting data

Length of data (Receive and Batch end are not null) – 10018
Splitting data to test and train is used to evaluate predicting models. Random split-
ting will not be used to not destroy time component of data. Train and Test data
were saved to different excel files.
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Train data – 85.3% - (BatchYear<= 2016) – 8547 rows

Test data – 14.7% - (BatchYear> 2016) – 1470– rows

Note: another situation with a rolling forecast (ARIMA & LSTM)
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Chapter 6

Evaluation

For algorithm evaluation mean squared error (MSE) and coefficient of determination
(R2) estimators are used.

Mean squared error (MSE) – mean of the squares of the errors, where error is the
difference between the real value and predicted one.

MSE = 1
n ∑n

i=1(Yi − Ŷi)
2

This measure of the estimator’s quality is always non-negative and the expected
value should be close to zero.

Coefficient of determination or R2 – is the proportion of the variance in the de-
pendent variable that is predictable from the independent variable(s). R squared is
a measure of how well observed outcomes are replicated by the model, based on
the proportion of total variation of outcomes explained by the model. There are
cases where the computational definition can yield negative values, depending on
the definition used.
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Chapter 7

Experiments

7.1 Predicting waiting time

7.1.1 Linear Regression

Firstly, one of descriptive models was chosen to use – Linear Regression.
Linear Regression is a linear approach to model relationships between the de-

pendent variable and independent variables. The main idea of linear regression is
to understand whether some descriptive variables can influence the outcome and
which ones are more significant for predicting future outcomes (Yan, 2009). Regres-
sion equation can be represented with formula: y = c + b * x, Where y - prediction, c
– constant, b – coefficient of regression, x – independent variable(s).

Dependant variable denoted as Y -“WaitingTime” (time between the end of ir-
radiation window and receipt date) Independent variables denoted as X – features
from Dosimetry Dataset.

Green – predicted, yellow – real values

FIGURE 7.1: LR with Dosimetry Audits for All countries
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FIGURE 7.2: LR with Dosimetry Audits for Ukraine &India

Next World Bank and DIRAC data were used. Databases were merged and
transformed in order to use Linear Regression. CommunicationLanguage, SendTo-
DataSheetsOption, ReturnDataSheetsOption, IncomeGroup – converted to dummy
variables (0/1) using get_dummies() function from pandas library.

FIGURE 7.3: LR with Dosimetry Audits, DIRAC & WorldBank for All
countries
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FIGURE 7.4: LR with Dosimetry Audits, DIRAC & WorldBank for
Ukraine & India

There were created several additional features that describe waiting time for
countries (described in “Data description” chapter above in table “New own fea-
tures”). Results using additional features:

FIGURE 7.5: LR with Dosimetry Audits, DIRAC, WorldBank & New
own features for All countries
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FIGURE 7.6: LR with Dosimetry Audits, DIRAC, WorldBank & New
own features for Ukraine &India

From graphics, it can be observed that additional features improved R2Score:
for all countries from 0.07 to 0.24 r2score, when for Ukraine from 0.25 to 0.34. The
merged data set includes 43 features (columns). Some of them can be correlated and
lead to worse results.

Principal component analysis (PCA) helps to get linearly uncorrelated descrip-
tive variables for better results of prediction, using the orthogonal transformation of
possibly correlated variables.

N_components = 35

FIGURE 7.7: LR with PCA for All countries
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FIGURE 7.8: LR with PCA for Ukraine &India

7.1.2 Light GBM

LightGBM - fast gradient boosting model, explained in "Related Works and Back-
ground Information" chapter.

FIGURE 7.9: LightGBM for all countries

To tune parameter GridSearch from sklearn library and train dataset was used.

Tuned parameters: max_bin, learning_rate, num_leaves, subsample. Defined pa-
rameters: boosting_type=”gbdt”, objective=”regression”, n_jobs=3, metric=”mse”.

After tuning parameters, the best ones for available dataset were found:

’max_bin’: 275, ’num_leaves’: 5, ’learning_rate’: 0.02, ’subsample’: 0.03
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FIGURE 7.10: LightGBM with best parameters for all countries

FIGURE 7.11: LightGBM with same parameters for Ukraine &India

7.1.3 ARIMA

Autoregressive Integrated Moving Average Model (ARIMA) is described in “Re-
lated Works and Background Information” chapter.
If time series has statistical properties, such as mean, variance, autocorrelation, con-
stant over a time, it can be considered stationary. Only for stationary series, such
statistics can be used for predicting future behavior.
Plotted BatchEndDateYear with WaitingTime (Receive date – Batch end date) for In-
dia (number of data=445)
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FIGURE 7.12: BatchEndDateYear with WaitingTime for India

This time series is not stationary and will require differencing to make it station-
ary, at least a difference order of 1. Correlating time series with itself with some
amount of shift is what autocorrelation is. To calculate it we use original and shifted
datasets, to find the coefficient of correlation between them.

FIGURE 7.13: Autocorrelation for India

There is a positive correlation with the first approximately 75 lags that is perhaps
significant for the first 15-25 lags.
A good starting point for the AR parameter of the model may be 15.
ARIMA(15,1,0) model sets the lag value to 15 for autoregression, uses a difference
order of 1 to make the time series stationary, and uses a moving average model of 0.
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FIGURE 7.14: ARIMA model results for India

FIGURE 7.15: ARIMA model results for India 2

Line plot of the residual errors (Residual = Observed – Predicted)
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FIGURE 7.16: Residual errors

Density plot of the residual error values (Gaussian errors centered on zero)

FIGURE 7.17: Density plot
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FIGURE 7.18: Description of residuals

One-step forecast was chosen to use. Data is split to train and test sets. ARIMA
model is fitted with train set to generate prediction for each element on the test set.
Such forecast has a dependence on previous observations for differencing and AR
model. New ARIMA model is recreated after every receiving new observation.

ARIMA(15, 1, 0) with Test MSE: 1160.322 and Test r2score:0.382684835536657, on
80% train
red = predictions, blue = true test data

FIGURE 7.19: India - ARIMA(15, 1, 0)

Tuning Parameters using GridSearch

Parameters that were tuned:

p_values = [0, 1, 2, 4, 6, 10]

d_values = range (0, 3)
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q_values = range (0, 3)

Results:
Best Parameters – ARIMA(1, 1, 2) with MSE=847.648 and Test r2score: 0.4985152749736379
on 66% train
ARIMA (1, 1, 2) with Test MSE: 1078.122 and Test r2score: 0.42641671300132955 on
80% train

FIGURE 7.20: India - ARIMA(1, 1, 2) on 66% and 80% train

Arima for all countries

ARIMA (15,1,0) with Test MSE: 1745.930 and Test r2score: 0.415252718711274 on
80% train

FIGURE 7.21: All countries - ARIMA(15,1,0) on 80% train

Best Parameters found by Grid Search (4, 0, 1) with Test MSE: 1685.807 and Test
r2score: 0.43538895221550666 on 80%
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FIGURE 7.22: All countries - ARIMA(4,1,0) on 80% train

Tuning parameters for each country returned best parameters (p, d, q)

FIGURE 7.23: Best ARIMA parameters for each country

Using these parameters forecasts were created and saved to excel for comparing
later with results from LSTM.

7.1.4 LSTM

A rolling-forecast method was used (same as with arima). At one time model make
a forecast for one time step from test data. Then model is evaluated by comparing
actual and predicted values. After that, the actual value becomes available for model
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to do prediction for the next time step.
Pre-processing data included scaling, differencing and transformation.

1. Features are scaled by MinMaxScaler to have values between -1 and 1 that
corresponds to default hyperbolic tangent activation function of LSTM.

2. To make series more stationary, differencing was applied (as with arima).

3. Also, data was transformed, so that actual value from the previous time
step can be used for predicting at the current time step.

FIGURE 7.24: LSTM - All countries on 80% and 90% train

FIGURE 7.25: LSTM - Ukraine and India on 80% train
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FIGURE 7.26: LSTM - Ukraine and India on 90% train

Tuning parameters

Each experiment is run 10 times because of random initial configuration for each
training that can lead to different LSTM results.

1. Tuning the number of training epochs. (On India)
A line plot with train and test RMSE scores for each epoch was created.
Test(blue) and Train(yellow) RMSE

FIGURE 7.27: India (80% train): (1-neuron, 1-batch size, 500-epochs)

The model does not learn, and loss is not decreasing with the number of epochs.
India’s data did not give good results. In the case with Ukraine, better results are
expected.
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FIGURE 7.28: Ukraine (80% train): (1-neuron, 1-batch size, 500 &
1000-epochs)

The figure shows that the optimal number of epochs for Ukraine will be 350
(with minimum RMSE). Till 350 epoch, model’s ability to learn increases (error de-
creases) but after we can see the increasing trend in error. This is a sign of overfitting.

2. Tuning the number of neurons

The number of neurons affects learning capacity for the network. More neurons
can help to learn better problem but can cause overfitting as well. To choose the
best number of neurons, 10 repeats for each number from [1,2,3,4,5] were run and
described for Ukraine.

FIGURE 7.29: Description for Ukraine: ([1,2,3,4,5]-neuron, 1-batch
size, 350-epochs)

Figure shows that 4 neurons is the best option without any doubts. (all RMSE
statistics are the lowest)
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FIGURE 7.30: Ukraine (80% train): (4-neuron, 1-batch size, 350-
epochs)

3. Tuning the batch size

Batch size defines how often weights for the network should be updated. In
Keras, it depends on the size of train and test data.
Before the batch size of 1 was used. Weights were updated after each epoch.

FIGURE 7.31: Ukraine (460 train, 88 test): (4-neuron, 2-batch size, 350
- epochs)

The plot shows more variability in the RMSE over time and it seems that RMSE
will not decrease with more epochs.
Results: best parameters for Ukraine: (4-neurons, 1-batch size, 350-epochs)
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Tuning parameters for all countries

GridSearch was used to tune parameters for each country. Parameters that were
tuned:
n_input - The number of previous inputs to use as input for the model,
n_nodes - The number of nodes for the hidden layer,
n_epochs - The number of training epochs,
n_batch - The number of samples that each batch should include,
n_diff - The order of difference.

To tune 115 countries Azure Machine Learning Studio was used. Results with
the best parameters for each country are presented below.

FIGURE 7.32: LSTM tuned parameters per country

To choose the best algorithm for predicting, LSTM and ARIMA results were com-
pared. Since Linear Regression and Light GBM did not have good results, they were
not taken for comparison. Below you can find a table with results for countries
with better predictions generated by ARIMA algorithm. There are 27 such coun-
tries, other countries have better predictions created by LSTM or have 3 and less
data point. It would be interesting to find any dependence of better algorithm on
some features of data/country. For this reason, the number of data and distribution
method were included in the table. But unfortunately, direct dependence was not
found.
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FIGURE 7.33: ARIMA VS LSTM MSE comparison

In general, LSTM works better than ARIMA for an available dataset. But to have
the best results for each country, both algorithms will be used.

LSTM was tuned just for countries with more than 5 data points while ARIMA
was tuned only for countries with more than 3 data points. So for those countries
that have less or equal 5 but more than 3 data points, ARIMA forecast was used as
final. For those countries that have 3 or less data points, the last value from historical
data was used as forecast.

For 76 countries - LSTM forecast was used.

For 32 countries - ARIMA forecast was used.

For 7 countries - the last historical value was used.
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FIGURE 7.34: Waiting time predictions

Because of IAEA security rules, countries are anonymized in this table.

7.2 Predicting number of sets

7.2.1 Exponential Smoothing

To predict the number of sets that we expect to send to each country exponential
smoothing was used.

Simple (Brown’s) Exponential Smoothing - method of forecasting that uses weighted
averages of past observations, following an exponential decay, when old observa-
tions have less weight and importance on forecast then more recent ones. It does not
take in a count seasonal and trend components. (Brown, 1963)

Dataset was prepared for predicting the number of sets to have the form: coun-
try, year, the number of sets.
Since there are a few data points and seasonality does not matter, exponential smooth-
ing was used.

Prediction at time t is equal to a component called level, that is a weighted av-
erage of the previous level and the current observation with a smoothing parameter
denoted as “alpha”.

pt = lt
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lt = αyt + (1− α)lt−1

Results:

FIGURE 7.35: Predicted number of sets per country

Because of IAEA security rules, countries are anonymized in this table.

7.3 Scheduling

The goal of the project is to balance DOL work intensity. The main part of work is
carried out after DOL receives sets. It has to read, check dosimeters, prepare report
and sign papers. After this process finished, DOL can send results of audit back to
the hospital. The DOL work would be more balanced if it receives almost the same
number of sets each month. We can not separate sets of one country to different
months. So, the task is to group the predicted amount of sets per country in such a
way, that sum of received sets is almost the same for each month.

7.3.1 LRM

LRM - first method, that was used. The problem was found, because LRM creates
groups with the same number of countries making sums of sets as close as possible
but not the same. For our task, it does not matter how much countries are included
in a group, but the sum of sets is important.

7.3.2 Bin Packing

Bin packing algorithm can be used for grouping countries in a fixed number of bins
(12) with almost the same number of sets and any number of countries in one bin.
This algorithm considered to be one of NP-hard problems and simple version of it
uses a greedy approach. The algorithm tries to put an element into the first bin that
can accommodate it. In case, the bin does not have enough space anymore, it opens
a new bin and put the element into it.

As a result we got 12 groups of sets - [[53, 7, 6, 4, 3, 2, 2, 1], [42, 10, 8, 6, 3, 3, 3,
2, 1], [40, 11, 9, 5, 4, 3, 3, 1, 1, 1], [34, 13, 9, 7, 5, 3, 3, 2, 1], [34, 12, 9, 7, 5, 3, 3, 2, 1,
1], [33, 14, 9, 7, 5, 3, 3, 2, 1], [27, 16, 10, 7, 5, 4, 3, 2, 2, 1], [27, 15, 10, 8, 5, 4, 3, 2, 2, 1],
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[27, 14, 10, 9, 5, 4, 3, 2, 2, 1], [22, 16, 11, 9, 6, 4, 3, 3, 2, 1], [21, 17, 11, 9, 6, 4, 3, 3, 2,
1], [20, 19, 11, 9, 6, 4, 3, 2, 2, 1]] with sums per group [78, 78, 78, 77, 77, 77, 77, 77, 77,
77, 77, 77] and number of countries per group [8, 9, 10, 9, 10, 9, 10, 10, 10, 10, 10, 10]
accordingly.

Now we can choose any country with the corresponding number of sets and use
predicted waiting time to assign each country to the particular irradiation window.

But this method does not allow us to get the full solution at one time, still manual
work is needed.
The third option is to use linear programming.

7.3.3 Linear programming

Four matrices were created.
First matrix - binary Irradiation matrix. Vertically we put countries, horizontally
twelve months, values are filled with 1 (in this month hospitals from this country
have to irradiate sets) or 0 (hospitals from this country do not have to irradiate sets
in this month). Limitation - to each country we have to send sets just once during
a year, the sum of values per row should be equal to 1. All values in the matrix are
binary.

FIGURE 7.36: Irradiation matrix

The second matrix has the number of sets per country (anonymized picture be-
cause of IAEA security rules).

FIGURE 7.37: Set matrix

The third matrix has shift per country.
Waiting time - it is time between the end of an irradiation window and receive
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date. Irradiation window starts normally on 15th each month and ends at the end
of month. So, if country irradiates sets in February, for example, and waiting time
is less then 30, we expect to receive sets in March. In such case, shift equals to one
month. Using the same logic third matrix is filled with shift values using predicted
waiting time per country.

FIGURE 7.38: Shift matrix

The picture is anonymized because of IAEA security rules.
Forth matrix is created by shifting values from the first matrix to next months

depending on the value of shift from the third matrix. The last row equals to the
sum of products of a column from forth matrix and value column from the second
matrix. This last row has the number of sets that we send per month. Limitations
for this matrix are the same as for the first matrix. Values should be binary, and sum
per row should equal to 1.

FIGURE 7.39: Receive matrix

Target function equals to the sum of squared differences between perfect and ac-
tual sum per each month.
Perfect sum of sets per month equals the sum of all sets divided on the number of
months.
To receive almost the same number of sets each month, this target function should
be minimized.
This model allows to include more constraints, such as national holidays and non-
operational/fixed months.
Shift matrix can dynamically change values depending on the month. So, if we plan
to irradiate sets in particular country in May while there are 4 national holidays, we
add this number of days to waiting time and modify shift value. Additional table
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with national holidays per each country was created.
We have two months January and July without planned irradiation runs and one
fixed irradiation run on May just for SSDL. But we can receive and check sets during
these months. Additional limitations can be specified by limiting the sum of column
for these months in the first matrix to be 0.
Excel solver is run but the task is too large. To reduce the number of changing cells
new additional column for the first matrix was created. Values in this column in-
dicate an index of month where 1 is supposed to be placed. So, if 1 (sets will be
irradiated in May for this country) is put to May and index of January is 1, then new
column value for this country will be 5. In such a way, we got 115 changing cells
instead of 115*12 (we have 115 countries and 12 months). New limitations - values
in this column should be integers less than 13 and larger then 0.

FIGURE 7.40: Index matrix

The described model gave us a full solution with balanced number of sets that we
expect to receive each month and already calculated groups of countries that should
be assigned to particular irradiation windows. Such model allowed us to take in a
count all constraints and is flexible for potential modifications in future.
The perfect schedule was created, but our last constrains are - distribution method
and already established schedule.
Countries from Latin America get their sets from PAHO, the coordinator with whom
DOL has an agreement. Such countries can be assigned just to three PAHO irradia-
tion windows.
DOL has an agreement with each country for more then 20 years, so we can make
changes and agree with country on new month for audit but only if it really makes
a big change for DOL work intensity.

To see what changes can influence the most, similar to described above model
was created but with values from actual schedule in 2017 (number of countries - 97).
Number of sets that is expected to receive each month using predicted waiting time
and sets can be found in the table below.
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FIGURE 7.41: Balanced receive 2017

Since values in cells are changing dynamically, thanks to excel formulas, we can
make changes in the first (irradiation) matrix and see results in the forth (receive)
matrix.

While manually changing schedule, the main idea is to not have countries with
a lot of sets together in one receive month. For example, in January we expect to
receive 146 sets (when perfect is 67) because of Russia (53), Ukraine (40), Venezuela
(19) and Chili (34). DOL sends sets to Russia and Ukraine for irradiation in Novem-
ber (but December is last month in the year with making all year reports in a hurry
and long holidays). So most of sets are returning back in January.
Since 53+19=72(RUS+VEN), 40+34=74(UKR+CHI), 40+19=59(UKR+VEN) and (72-
67=5) < (74-67=7) < (67-59=8), better choice will be to move Ukraine and Chili to
another month. August, for example, has 26 sets, that makes combination 40+26=66
very close to perfect. The shift for Ukraine equals 2 months, so we need to send sets
to Ukraine in May to receive them in August. But May is fixed for SSDL. But we
can send sets also in June because September is extremely empty now with just 1 set
expected.
It would be preferred to receive sets from Chili in August, but Chili has a shift of 1
and July is not operational. So we move Chili from December irradiation window
to August to receive sets in September. Now we expect 75 sets in September.
By trying different combinations of changes in such a way, a new more balanced
schedule was created by changing Chili, Ukraine, Ecuador, Panama and Egypt as-
signments to irradiation windows.

FIGURE 7.42: Balanced receive 2017
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Summary

To conclude, the perfect schedule for distribution of dosimeter sets by IAEA/WHO
postal dose quality audit for 115 countries and 12 months was created. It takes in a
count such constraints as national holidays and non-operational/fixed months.

The process was divided into three main stages: predicting waiting time (time
between the end of an irradiation window and receive date), predicting the number
of sets and scheduling (assignment of countries to particular irradiation windows).

Linear Regression, Light GBM, LSTM, and ARIMA were used to find the best al-
gorithm for each country to predict waiting time. As a result for 76 countries LSTM
prediction was used, for 32 - ARIMA and for 7 - last historical value (for countries
with to less historical data to analyze).

Exponential Smoothing was used to predict the number of sets per country.

For third stage (scheduling) LRM, Bin packing and Linear Programming was
used. The complete solution, that allowed to take in a count constraints, was pro-
duced my liner programming approach.

Since new perfect schedule requires plenty of changes to be made by DOL, that
has agreements with each country more than 20 years and can not change everything
at one time; the model was used to analyze what changes can influence the most
on balance of DOL work intensity. Found changes can be applied next year for
distribution of dosimeter sets by IAEA/WHO postal dose quality audit.
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