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Abstract

In this work, we compare the results of different approaches for automatic docu-
ment layout analysis using Convolutional Neural Networks. Although there is great
progress in the Image Processing domain, there are still open problems, such as ac-
curate detection of regions of content and classification of them into semantically
similar classes. The primary purpose of work is to simplify the further processing of
Ukrainian historic archives. For it, two various techniques were used. The first one is
modification and re-implementation of already existing approach for document lay-
out analysis. Another method is suggested by us and re-uses the pre-trained model
on a bigger dataset. During this work, we also collected a new dataset of Ukrainian
scientific publications. We evaluate these approaches on an independent test set and
compare the precisions of each model.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Shevchenko Scientific Society and its history

The Shevchenko Scientific Society (Ukrainian: Наукове товариство iменiШевченка,
НТШ, Naukove tovarystvo imeni Shevchenka, NTSh) is the Ukrainian scientific society.
It was founded in 1873 as a public organisation committed to the encouragement
for Ukrainian literature and Ukrainian language (NTSh online). However, later, in
1892, it was reorganised into the scientific society which can be referred to as the
first genuinely Ukrainian Academy of Sciences. While NTSh was multidisciplinary
scholar organisation, its organisational structure was defined by three topical sec-
tions: history-philosophical, philological, and mathematically-medical-natural sci-
entific (Ярослав Грицак, 2001). NTSh was playing a dominant role in develop-
ing the Ukrainian system of scientific knowledge continuously proving the self-
sufficiency and authenticity of Ukrainian national science. In particular, Ukrainian
terminology and scientific language were promoted despite Ems Ukaz and Valuev
Circular (NTSh online). The members of NTSh supported a unique self-organised ac-
tivity participating in the functioning of underground university — Ukrainian Uni-
versity in Lviv (M.L. Dudka, 2018).

Many activities of NTSh were interrupted during the period between and in-
cluding the First and the Second World Wars. In 1940, the society was dissolved by
Soviet occupants and was not able to work publicly later, during Nazi occupation
(“НТШ у Львовi”). NTSh was revived as a union of semi-independent scientific
societies in emigration. Chapters of society were established all over the world: in
Paris, New York, Toronto, and on the Australian continent. Only in 1989, the NTSh
was renewed in Ukraine. Currently, 23 NTSh centres are acting in Ukraine. What
is more, over 1400 researchers are united in 6 sections and 35 commissions (NTSh
online).

1.1.2 Publication activity of Shevchenko Scientific Society

Publishing is one of the essential activities of the Shevchenko Scientific Society. There
are two main reasons for this. First, NTSh was dedicated to spreading Ukrainian
literature and language, and publications were one of the best ways to make knowl-
edge available to the public. Second, NTSh became a more scientific society in years,
and publications still are the main form of scientific communication and the dissem-
ination of scientific information.

Until World War II, there were a lot of new scholarly researches and notices pub-
lished, amidst which launching and publishing of many new periodicals and serials
publications took place. In these works, the actual information that was previously
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unknown for the majority was presented. Such information included the studies
dedicated to Ukrainian language, literature and science (NTSh online).

One of the most famous periodic scientific publications was the Zapysky NTSh
(Notes of the Shevchenko Scientific Society). As of today, the Zapysky NTSh is the
most representative body of Ukrainian science with more than 250 volumes and,
moreover, it is still published (Записки НТШ 2019). The periodicals became a lab-
oratory of scientific thought for Ukrainians from both sides of the Austro-Russian
border. On its pages, young writers and scholars made their debut, which later be-
came the embellishment of a new, modern Ukrainian literature. Except for Zapysky
NTSh, there were also other valuable serial scientific and periodic publications such
as the Zbirnyk (Collection of works), which also included scientific articles and re-
views of books and were divided into different sections by topics (for example, his-
torical and philosophical section and others) (NTSh online, “Periodicals and serials
Shevchenko Scientific Society (1894–1939)”).

The principal role of the Shevchenko Scientific Society was in the formation and
affirmation of Ukrainian language and science, that was very important under the
conditions of government change and influences of other cultures (such as Polish,
Russian and German).

1.1.3 The heritage of Shevchenko Scientific Society and European context

The development of science is tightly connected with the development of forms of
scientific communication. The knowledge, disseminated among academic peers, is
automatically verified by experts and can be used as a basis for future research.
“Publish or perish” (Parchomovsky, 1999) — this principle of modern science means
that only published results are acknowledged, are visible, and are “real”. Papers
in academic periodicals remain the dominant form of presenting scientific results
starting from the middle of the 17th century. For European science, it is historically
connected with the foundation of the first academic periodicals in the world: “Philo-
sophical Transactions of the Royal Society” (London, 1665)(“Publishing the Phil.
Trans.: the economic, social and cultural history of a learned journal, 1665–2015".”
1963) and “Journal des Sçavans” (Paris, 1665)(Journal des Savants). Already after a
very little period after their establishment, the avalanche of academic publications
testified to the exponential growth of science, see Price, 1963. Therefore, it is hard
to overestimate the value of the two first journals for the history of European and
World science. The editions published by NTSh play the same role for the history
of Ukrainian science — as separate phenomena and as an integral part of European
science. Therefore, preserving, dissemination and investigation of the heritage of
NTSh is a problem of current importance.

However, there are some problems with NTSh archive publications. First, there
are still many volumes of writings that are placed all over the world and are not
digitised. Second, not all the publications are accessible to the public. The free ac-
cess to such valuable historical data would make it possible to transmit the knowl-
edge collected for centuries to the present world. Furthermore, it would encourage
researchers to explore and discover over the tonnes of scientific data. Third, to the
best of our knowledge, NTSh works have not been analysed so far.

Modern technologies and techniques of image processing enable to automate
metadata collection process, organise information in a structured and convenient
way for searches and analysis. So the next step will be a processing of the metadata
that would significantly simplify doing researches in the future. Thereby, the main
idea of this work consists in making NTSh’s archives more open for future studies
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FIGURE 1.1: Title page to volume 1 of Journal des sçavans, Philosophical
Transactions and Zapysky NTSH. Source: Journal des Savants, Archive of

NTSh, Phil. Trans.

by streamlining the process of preprocessing raw data to a more convenient and
searchable way.

Collections of archival documents are essential for scientists since they give us
proofs of specific activities and shed a little more light on persons and societies,
that were founded. Besides, they rise human’s feel of identity and awareness of
differences in the world’s cultures. Sometimes they are even able to ensure fairness.
Typically, all these historical documents were not written for personal purposes or
to rewrite some parts of history so archives can be used as an objective point of view
of the historical events. It can be concluded that analysing historical data makes it
easier for us to understand the past and all its consequences for the next generations.
Therefore, by learning all changes in evolution processes, we can get specific peak
changes or find out about any evolution patterns. Researching historical data makes
possible tracking of all the improvements or changes over the centuries what gives
us a lot of key insights. And these insights are necessary for understanding the
world nowadays.

1.1.4 Scientometrics. Bibliographic analysis. Complex network approach.

One of the effective methods to research historical data is to use specific approaches
of scientometrics. Scientometrics is a discipline that studies the evolution of science
through the numerous measuring of scientific information (Scientometrics and cita-
tion index). In other words, scientometrics does statistical researches on the structure
and dynamic of scholarly information streams. A number of scientific articles pub-
lished in a specific time, frequency of author citations, participation in international
scientific conventions - all of these and many others are examples of indicators of
scientific effectiveness which make quantitative evaluation and a comparative anal-
ysis of scientific activity and productivity on different levels (individuals, journals
and institutions, countries and regions). The most popular measures are citation
index, h-index and impact factor. The citation index is calculated by the number of
references on the particular paper or author’s name in others works. The h-index
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(Hirsch index) is a metric which takes into account both the citation impact of the sci-
entist’s publications (amount of citations) and his/her productivity (amount of cited
publications). The impact factor is a measure of the importance of the journal that is
measured by the number of citations of its works (Durieux and Gevenois, 2010).

Modern scientometrics is mainly involved in the evaluation of science, but we
are interested in its role in the analysis of history, research on development and evo-
lution of science - this is what bibliometrics do. Bibliometrics is a statistical analysis
of information, that was recorded in a paper form (books, articles, periodicals and
others) (Rostaing, 2003). Bibliometric indicators allow to reveal an objective state of
the literary editions in a certain period, help to reveal the patterns of development
and on this basis determine areas of improvement of publishing (Rostaing, 2003).
The methods of bibliometrics include analysis of citations, analysis of quantitative
characteristics of documents, quantitative analysis of the publications of certain au-
thors and their citations; quantitative analysis of the publications of scientists from
particular countries; theoretical analysis such as studies about patterns of growth,
aging and ranking of scientific documents, content analysis of scientific works, and
any other issues related to the distribution of scientific documents. The use of these
methods allows for tracking dynamic changes in publishing over a particular pe-
riod. Moreover, based on the results, it is possible to identify whether the trends
in publishing are positive or negative. This results also can cause future researches
over document flow by traditional content analysis methods.

There are many examples of how to apply scientometrics to NTSh publications
and obtain some meaningful and exciting results. One of the most interesting ap-
proaches for us to use over NTSh archives is to do citation analysis. As stated by
Eugene Garfield, who founded this method, citation analysis is a method that simpli-
fies much work involved by a detailed review of the periodicity and behaviour of
citations in a paper (Garfield and Merton, 1979). By researching NTSh periodicals,
it is possible to create an entire network of co-authorship or explore the evolution
of studying specific fields of sciences, the impact of foreign scholar papers on the
development of Ukrainian science base, and others. One of the simplest examples
is to create a network of co-authors. It can be done by finding information based on
references, which are many in every periodical publication. The references usually
mention somebody‘s publication or research article.

Simply saying, a network is a group of the points interconnected by lines. Many
objects from different fields of our life can be formed as networks, and these net-
works can be viewed as a modification of graph theory. Having a lot of publi-
cation data from the scientific journals, one can create a number of complex net-
works, where particular authors, articles, groups of authors (and others) can serve
as network’s nodes and connections among these nodes will show various relations
among corresponding data, including authorship, citations, using keywords or oth-
ers factors (Головач, Ю and фон Фербер, К and Олємськой, О and Головач, Т
and Мриглод, О and Олємской, I and Пальчиков, В, 2006). By presenting the data
about NTSh publications in the form of a complex network, a variety of network
algorithms can be used. For example, such algorithms include those that detect the
structure of the networks: define connected components (nodes) that have a greater
amount of links among each other. In the case of analysing data on publications in
a scientific publication, finding a structure of a network of articles or authors, com-
bined with certain connections, will help to group them on a common scientific topic
or discover the authors’ collectives.

That is why to get any insights from the NTSh archives or, at least, to extract
any information, there is a need to go through all papers and do document layout
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analysis which includes analysing each page for presence of document regions of
interest. In other words, this procedure can be called as ‘data preprocessing’ as it is
usually done before proceeding to the research. Doubtless, it is a long and routine
process. For that reason, this work is going to simplify the process of preprocessing
by developing of a layout analysis system for scholar publications and in result give
a starting point for the future researches.

One of the major features of similar systems is extracting metadata, such as titles,
authors, references, any notes and others, for relieving establishment of the scientific
literature databases. In addition to that, many other document sections such as text,
years, images and captions can be helpful and useful for deeper analysis of extracted
information from digitised documents (Klampfl et al., 2014). Besides, the detection
of named entities and any details included in documents bodies will be a good foun-
dation for future more in-depth analysis of documents.
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FIGURE 1.2: Examples of pages in Zbirnyk NTSh and Zapysky NTSh
with references and other notes that can be useful for analysis
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Chapter 2

Background information

This chapter presents a short overview of the basic concepts concerning different ap-
proaches and methods that were used in the development of layout analysis system
for historic scholar publications. Approaches themselves will be described in the
next chapter.

As can be seen in many written works, there exist a lot of different methods to do
document layout analysis. As stated in Augusto Borges Oliveira and Palhares Viana,
2017, all of them can be categorised into three groups:

• methods based on regions or blocks classification;

• methods based on pixels classification;

• methods based on connected component classification.

Block classification methods are those which divide a document page picture
into some amount of blocks and classify each of them. Pixel classification methods
take into account each pixel separately and use a classifier to create and mark bound-
ing boxes of hypothetical regions. Methods based on connected component classi-
fication extract simple features from a picture and pass them to previously trained
supervised learning algorithms of binary classifiers. Then by observing, combining
and removing any of impurities components are finally classified.

In this work, we will compare different approaches to perform document analy-
sis such as block-based classification method trained with pre-trained Convolutional
Neural Network model with transfer learning, a run-length smoothing algorithm
(RLSA) for segmentation and classification of digitised printed documents.

2.1 Artificial Neural Networks

An Artificial Neural Network (ANN) is a connected collection of simple processing
elements, nodes or units. Deep Learning in an entire field that studies and uses neu-
ral networks as the main instrument. Processing capacity of a network is stored in
the connections between strength units, or weights, received from a learning process
on a set of training examples (Gurney, 2014). To put it another way, an ANN is a
mathematical model that is organised in layers. Each layer consists of simple inter-
connected operating elements (also called neurons) that process information via the
dynamic change of the state due to external inputs (Caudill, 1987). Even though the
math behind the neural networks is not easy, it is still possible to obtain a general
understanding of the neural networks structure and how they function.

The layer that receives raw data is called the input layer. The layer which gives
the predictions and/or results called the output layer. All layers between these two
layers are occupied with the actual processing and are named hidden layers. On input,
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the layers receive the outputs from the previous layers. Each layer has an activation
function that changes the weights of the connections by inputted data. The model
in fig.2.1 consists of two fully-connected hidden layers where all nodes (neurons) of
level n have full pairwise connections among two neighbour layers — n - 1 and n +
1 respectively.

FIGURE 2.1: A neural network with three layers, three inputs, two
fully-connected layers and one output layer. Source: Fei-Fei Li and

Johnson, 2016

Another significant point neural networks are known for is their adaptiveness. It
means that they can change themselves during learning from examples. While a NN
is training, the weights are modified in accordance with the samples of input data.
Moreover, neural networks can be used as common approaches to supervised, un-
supervised and reinforcement learning problems. In most cases, the neural network
needs a large number of variables and a significant amount of training data. For
supervised tasks, training data must include matches of inputs and correct outputs
for a specific problem. This work is an example of solving a supervised classification
problem by applying a neural network to it. That is why its results will be compared
to provided previously correct outputs during training and thereby model will be
able to adjust its weights to find out how to perform better. At the time when the
network is studied enough to provide an acceptable level of model performance, it
can be used as an analytical tool for another set of data (“A Basic Introduction To
Neural Networks”).

2.2 Convolution Neural Network

Speaking about the image classification and neural networks it is impossible not
to mention Convolution Neural Networks that were created in 1998 by Lecun et
al. and now are a division of Deep Learning which is broadly used for different
computer vision tasks, including document layout analysis. Convolutional Neural
Networks (CNN) are neural networks that are designed for processing data with a
known in advance homogeneous topology (“Deep Learning”). For instance, such
data can be a time series or pictures. Time series can be considered as 1D-grid stored
in the form of some records and measured with a fixed periodicity while an image
is 2D-grid of pixels made of a photo or video frames.

The main difference between the average neural network and the convolutional
network is that CNN has minimum one layer with the process of convolution which
consists in using the specific linear kernel for every region of data in place of usual
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matrix multiplication. There are three main types of layers for designing archi-
tectures of Convolutional Networks: Convolutional Layer, Pooling Layer and Fully-
Connected Layer (the same one as in ordinal Neural Networks) (Fei-Fei Li and John-
son, 2016). Convolutional layer calculates a dot product between the part of input data
(or the outputs from another layer) and the set of kernel weights. From the inputted
kernel weights (in other words, after applying a filter) a feature map is created. This
map indicates the existence of noticed features in the inputted data. Pooling layer by
reducing the image size, received from previous layers, helps the convolutional layer
to search for more features in the whole reduced image instead of concentrating on
certain parts.

FIGURE 2.2: Architecture of LeNet-5, classical CNN with seven lay-
ers, among which there are three convolutional layers (C1, C3 and
C5), two sub-sampling (pooling) layers (S2 and S4), and one fully-

connected layer (F6). Source: LeCun et al., 1998)

The process of 2D-convolution is very helpful for problems of image recognition
because it gives an opportunity to analyse only the context around a particular pixel
and, thus, learn as simple as possible features (lines, angles, curves, and other.). Be-
cause if pixels are far from each other, in any case, they will be connected to next
neuron, what in result will give a less positive effect. That is why the distance be-
tween pixels is an important aspect when talking about image recognition problems
as it provides us with more information and makes more sense of specific fragments
of image. Later, those simple features can be combined with the next layer to identify
higher-level features (LeCun et al., 1998).

Currently, Convolutional Neural Networks have the best accuracies on most of
the object recognition problems. Previously, CNN had a very high computational
intensity. Therefore, sometimes it just limited any advantages from using it in cases
when quick performance and low memory costs were necessary (Augusto Borges
Oliveira and Palhares Viana, 2017). Nowadays due to the upgraded hardware CNNs
can be expanded to much bigger architectures.

Deep Learning as an entire field is no longer a big black-box of algorithms. How-
ever, because of processes such as model’s training (when millions of parameters are
learnt), it is still not easy to understand or at least become aware of all processes and
whole architecture. However, people try to improve their understanding of ANN by
preparing different visualisations of neural network processing data (Zeiler and Fer-
gus, 2014), saliency maps (Saliency map), and others. Even though it still not enough
to have a full understanding of what CNN is and how it works, it gives pretty much
good results in computer vision tasks, image segmentation in particular.
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2.3 Transfer Learning

As stated in the original paper (Torrey and Shavlik, 2010), transfer learning is the
technique of reusing a pre-trained neural network from already solved task to im-
prove the learning process of a new related task. In other words, knowledge from
a related task, for solving of which a sizeable labelled training dataset was used, is
used to solve a new task, where we do not have any data. So rather than starting the
training process from the very beginning, with the help of transfer learning, a train-
ing process can start with the previously-learnt patterns. It is a useful technique
nowadays because there are not so many labelled datasets that would help to solve
real-world problems. As described in Torrey and Shavlik, 2010, there are three most
possible aspects of transfer learning improvement. They are pictured in fig.2.3 and
will be explained below.

FIGURE 2.3: Transfer learning can improve the quality of the learning
process in three measures. Source: Torrey and Shavlik, 2010

First, thanks to transfer learning, the better performance scores will have already
improved the quality of learning on initial iterations for a particular task comparing
to the model without any previous knowledge because of a more accurate selection
of the model’s learning parameters or any other transferred information. Second,
the higher slope will speed up the convergence of the learning algorithm, because
the amount of time needed for thorough learning is less for the transfer learning
model than for a just created model. Third, the higher asymptote means that the
final performance scores are better for a model trained with transfer learning instead
of a model without any initial information.

Transfer learning is not the same thing as a pre-trained model with autoen-
coder (Schmidhuber, 2015) or a restricted Boltzmann machine (RBM) (Salakhutdi-
nov, Mnih, and Hinton, 2007). In a standard machine learning approach, there are
only a dataset and desired results, and the task is to achieve the wanted results by
any means. For example, to solve a problem, a neural network could be created,
which would learn some greedy algorithms and then it would become a part of an
assembly of hundreds of other neural networks. However, all these actions will be
dedicated only to solving one particular problem. Instead of such a way to solve
the problem, transfer learning makes possible sharing of information about details
of the source model to improve the performance of the current model and to reduce
wasting of time for model creation. As it has been noted above, in computer vision
ANNs detect some simple features (as edges, lines, others) from an inputted image
in their first layers, then, in middle layers, some general shapes are detected, and
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certain forms for a specific problem are identified in the last layers. So, using trans-
fer learning technique there is only a need to re-train the last layers and use the first
and the middle layers from the previous task without any modifications.

FIGURE 2.4: Transfer learning applies source-task knowledge with
machine learning algorithms apart from training data. Source: Torrey

and Shavlik, 2010

Another transfer learning feature is that gained knowledge can be transmitted
only to the new model, as the old one has already solved the problem.

FIGURE 2.5: In transfer learning, source knowledge can be passed
only in one direction from the source to the target task; in compari-
son, another approach, called multi-task learning, can transfer infor-

mation among all the tasks. Source: Torrey and Shavlik, 2010

Also, transfer learning can be considered as a regularisation, because it limits the
space of all hypotheses only to the valid and good ones, what is pictured in fig.2.6.
To clarify and to remind, supervised learning is a process of studying with labelled
examples and correct answers. It is also called learning with a teacher (Russell and
Norvig, 2016). Meanwhile, learning on the examples is sometimes called inductive
learning. That is why transfer learning can be named as inductive transfer (West, Ven-
tura, and Warnick, 2007). A model that uses inductive learning algorithms should
output correct results on training and testing data, as well as on real-world data. To
create a model with such generalisation ability, a learning algorithm needs to have
an inductive bias - a collection of assumptions about training data distribution in the
real world. Then it is possible to say that transferring knowledge in the inductive
learning allows the information gathered while learning the old model, to impact on
results of a new model even while solving a new different task.
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FIGURE 2.6: Inductive learning can be considered as a directed search
through a specific hypothesis space (Mitchell, 1997). Inductive trans-
fer uses source-knowledge to regulate inductive bias, that can modify

the hypothesis space Source: Torrey and Shavlik, 2010

Another key thing to remember about transfer learning is that it can also be ad-
verse. If transfer learning is reducing model performance, then a negative transfer is
happening. One of the critical issues in the development of transfer learning meth-
ods is to generate positive transfer between respectively selected tasks preventing
from negative transfer between less related tasks.

In this work, transfer learning was used because of the absence of enough amount
of labelled training data for a neural network to perform well on analysing pages of
NTSh’s publications.
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Chapter 3

Related Works

This chapter presents an overview of methods that are currently used for document
layout analysis (including block segmentation and classification) and other methods,
that we adopted for this certain work. We will start with the classic techniques and
proceed to neural network approaches.

3.1 Run Length Smoothing Algorithm

Run Length Smoothing Algorithm (RLSA) is a technique used for block segmenta-
tion in Document Image Processing domain. This method consists of one operation
- dividing a page into blocks in such a way that one block covers only one type
of data (text, graphics and others). Besides, RLSA can be applied to an image in a
row-by-row or column-by-column approach.

First of all, a document page is digitised and converted to a binary image. A
binary image is a black-and-white image. For simplicity suppose that in a binary
image, white pixels are stored as zeroes, and black are ones, respectively. As can be
seen, such an image is simply a binary sequence. The RLSA has rules for transform-
ing input binary image (binary sequence):

• 1’s in the input are never changed in the output sequence;

• 0’s in the input are changed to 1’s in output if a number of 0’s in a row is less
or equal to the previously established limit.

For example, let x be input sequence,

x = 0 0 0 1 1 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 1 0 1 1 1 0 0 0 0

with a limit equals to 5. The output y will be equal to

y = 1 1 1 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1.

The second rule is called smoothing rule because it merges two subsequences to
the one if there is not a big distance between them. When talking about images,
there should be various thresholds (values of C that determine the number of pixels
that will be connected) for row-by-row and column-by-column approaches, because
distances among document objects are highly different vertically and horizontally.
If thresholds are chosen correctly, then page blocks of common data will be detected.
Black regions, which consist of 1’s, will be blocks of segmentation.

Generally, run length smoothing algorithm consists of next steps:

1. Applying horizontal smoothing to the document page with some threshold
Ch;
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2. Applying vertical smoothing to the document page with some threshold Cv;

3. Applying logical operation AND to results of first and second steps;

4. Applying horizontal smoothing to the result of the third step with a smaller
threshold Ca.

However, there are many different implementations of RLSA that has lower com-
puter performance, and instead of four steps performs only three or even two. In
the three-step approach, the first two steps are switched, so that vertical smoothing
is applied first. The third step is horizontal smoothing performed by using algebra
theory of A∩ B = A\B, such that A and B are sets. So, the three-step approach looks
like this (Shih, 2010):

1. Applying vertical smoothing to the document page with some threshold Cv;

2. If the amount of 0’s in the horizontal direction of the original document image
is larger than Ch, then the corresponding pixels in an output image after step
1) are changed to 0’s, if not, stay the same;

3. Applying additional horizontal smoothing to the document page with some
comparatively little threshold Ca.

Besides, by combining the second and third steps of the previous three-step ap-
proach, we may obtain a two-step approach. Also, there is a popular implementation
of RLSA on the Internet (pythonRLSA package), but it does not perform smoothing
operation and modifies the entire input image.

3.2 Fast CNN-based document layout analysis

The process of analysing document structure can be divided into two steps: block
segmentation and text discrimination (classifying blocks by their features in classes
like text, graphics and others). Some approaches do these two steps simultaneously,
and some do successively such that firstly they divide an input image into segments
and then classify them. Because of the success of neural networks in classification
problems, since Krizhevsky, Sutskever, and Hinton, 2012 was published, neural net-
works are now used in solving problems of document analysis domain. Augusto
Borges Oliveira and Palhares Viana proposed a three-step approach in their paper
(Augusto Borges Oliveira and Palhares Viana, 2017):

1. preprocessing a document page and dividing it into its blocks of content;

2. calculating vectors, which will be a sum of horizontal and vertical projections
of block content on axes;

3. after training a CNN which had vectors from step 2) as an input, detecting
classes to which the contents of blocks belong.

The main result of "Fast CNN-based document layout analysis" paper is a tech-
nique, which can classify segments based on vertical and horizontal projections.
This techniques performs with the same accuracy as classifying the entire block, but
works faster and do not need a significant amount of training data.
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FIGURE 3.1: (From the left to right) First image is a mixed example of
a document page with text and image, which was already converted
to binary; Second and third images are example of applying RLSA in
the horizontal and vertical directions; Third image is result of apply-
ing logical AND and the fourth image is result of block segmentation.
Source: Own implementation of RLSA on a page from the Zapysky

NTSh

3.2.1 Selecting blocks with content from a document page

Before classifying text blocks on a document page, the entire page needs to be seg-
mented into smaller regions of interest. For this, the next steps need to be done (see
fig.3.2 below):

1. Convert an input page to a binary form;

2. RLSA applies to the result of step 1) with horizontal and vertical directions and
then obtained binary images are summed with logical operator AND;

3. A 3× 3 dilation operation applies twice over the result of step 2) and converts
all pixels in a square 3× 3 to the white ones if there is at least one white pixel
in that square. This step will combine all parts of one region, in other words, it
will create blobs;

4. Received blobs are denoted as rectangles, and these rectangles are our wanted
blocks.
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FIGURE 3.2: The process of segmenting a page into blocks of con-
tent. a) Converted to grayscale mode. b) Result image after applying
RLSA (Wong, Casey, and Wahl, 1982). c) Result image after applying
twice dilation by a 3× 3 mask. d) Resulting blocks of content. Source:

Augusto Borges Oliveira and Palhares Viana, 2017

3.2.2 Fast 1D CNN based classification

Received blocks are now needed to be classified. For this input images are resized
to 100× 100 and their vertical and horizontal projections are calculated. It is easy
to notice that the results of different classes projections (text, image, table) that were
considered in the article have very different characteristics:

FIGURE 3.3: Examples of three classes ((a) text, (b) table and (c) im-
age) of blocks of content and their corresponding vertical and hor-
izontal projections. Source: Augusto Borges Oliveira and Palhares

Viana, 2017

For classifying blocks of content one-dimensional CNN architecture was used
which receives as input data horizontal and vertical projections of images as two
one-dimensional arrays. Primarily, each of projections is independently gone through
a convolutional path that consists of a series of three one-dimensional layers with 50
filters with size 3 × 1, MaxPooling layer with a kernel size of 2 pixels and a 0.1
dropout and ReLu (Nair and Hinton, 2010) activation function. After that, two
paths are connected into one structure, and that structure is gone through a fully-
connected layer with 50 inputs nodes and three outputs nodes with 0.1 dropouts
and softmax activation function for classification into three classes. Fig.3.4 below
shows the architecture of proposed 1D CNN based classification approach.

Besides, authors of this approach created an additional dataset, on which 1D
CNN performed with 96.75% accuracy level. In comparison to this approach, the
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FIGURE 3.4: Comparison of used bi-dimensional baseline and
the proposed one-dimensional approach. Source: Augusto Borges

Oliveira and Palhares Viana, 2017

bi-dimensional CNN model performs with 97.19% accuracy and as input receives
the entire image of a page (see the fig.3.4). Authors believe that such difference is
minor. Moreover, the processing time for one picture using 1D CNN is 0.783± 0.078
secs, and for 2D CNN such time is 6.1± 0.223 secs (Augusto Borges Oliveira and
Palhares Viana, 2017). These calculations were done on NVidia Tesla K80 GPU and
the dataset on which model was trained collected by authors. As can be seen, the
one-dimensional approach is faster in about 6.1 times. Also, the performance of the
proposed method was compared with other state-of-the-art techniques, but it was
not very representative. The reason for this is that datasets on which models were
trained is different and sometimes with limited access.

Even though, while working on the one-dimensional approach, the authors de-
termined some cases when the model would most likely make a mistake. As can be
seen in fig.3.5, the most often errors were the following: formulas that were classi-
fied as an image but labelled as text (fig.3.5 a); problems with segmenting blocks of
different data classes (fig.3.5 b); mistakes which were done while manually marking
the data (fig.3.5 c) (Augusto Borges Oliveira and Palhares Viana, 2017).

3.3 You only look once algorithm

Object Detection is the subfield of Computer Vision and currently is the most well-
studied domain that is widely used in real life, from video surveillance to self-
driving cars. Object Detection solves the problem of recognition of the objects on
a given picture and also localisation of the detected object on an image.

Using classifiers like VGGNet (Simonyan and Zisserman, 2014) or Inception (Szegedy
et al., 2015) was an old approach to object detection. By sliding a window over a
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FIGURE 3.5: The most often mistakes that were found in the model’s
results. Source: Augusto Borges Oliveira and Palhares Viana, 2017

picture, the classifier predicts what is inside a particular window. With such an ap-
proach, the classifier will go through every pixel of an image for a few times and will
make hundreds of predictions, but will output only the ones with the most signifi-
cant probability. However, it is a very slow approach. Another possible method is
to use a technique called region proposals with a classifier. This technique is about
predicting regions of a picture where possibly can be placed interesting information.
Then apply classifier only on these regions. Region proposals will be quicker than
sliding window, but still, both approaches are slow, because classifier must be run
many times.

“You only look once” is the opposite technique. YOLO, as stated in its name, looks
at an image exactly one time (Redmon et al., 2016). One of the problems in first
YOLO architecture was fully connected layers at the end of the neural network.
Later, it was proven on the real-world data that fully-connected layers decrease the
performance of a model because of long training time, and they create constraints for
input and output data. By YOLO algorithm, an input image is divided into an N×N
grid. Then over each cell, some number of bounding boxes are created. A bounding
box is a rectangle placed over a cell with a centre in it. Each bounding box has five el-
ements: width, height, offsets to the corresponding cell, and a box confidence score.
The confidence score for each bounding box shows with which confidence bounding
box contains an object. Confidence score knows nothing about what type of object
is placed in the box; it merely shows whether shapes of the bounding box are good
enough. Besides, each cell makes only one prediction about the class of the object,
which is placed inside the bounding box by making probability distribution for all
other possible classes. The confidence score for a bounding box multiplies by the
class probability and gives a final score. The final score provides us with the confi-
dence that a particular bounding box contains a specific type of object. Most of the
bounding boxes will have small confidence level, and because of this, they will not
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be shown in the result. Non-maximal suppression (NMS) is a technique that compares
each bounding box by its score and nullifies any of the overlapping boxes. In other
words, this technique chooses the best prediction (Hosang, Benenson, and Schiele,
2017).

There are three versions of YOLO, and each is an improvement of the previous
one. Also, there are many implementations based on the improvements of the orig-
inal object detection YOLO algorithm, such as Tiny YOLO, Fast YOLO, and Single
Shot Detector (Liu et al., 2016). YOLO and all other future improved architectures
show their performance well not only on the problem for which they were initially
created but also for more specific tasks (for instance text recognition in the wild,
facial recognition). In cases, when an only small amount of data is available, we
pre-train YOLO model on bigger datasets and then train via transfer learning on the
related problem.

FIGURE 3.6: The architecture of YOLO v1. Source: Redmon et al., 2016
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Chapter 4

Datasets

This chapter presents an overview of datasets that were used in our experiments
(which are described in chap.5). Some of the datasets were publicly available while
others we collected by ourselves. Even though there many different datasets that are
using in training neural networks for problems related to text recognition domain,
only a small amount of them are publicly available. For instance, authors of pre-
viously described approach Dario Augusto Borges Oliveira and Matheus Palhares
Viana noted in their work that “The comparison of document image analysis meth-
ods using the same datasets is not simple because some are paid (UW-III), some are
unavailable in their home web sites (ICDAR-2009), or do not have the same kind
of documents (academic papers) we built in out database (MediaTeam).” (Augusto
Borges Oliveira and Palhares Viana, 2017). However, at the same time, when we
requested access to their dataset a little less than two months later, we received the
next answer (fig.4.1):

FIGURE 4.1: Answer from creators of the needed dataset. Source: per-
sonal email

Next, we will describe the datasets to which we got accessed during the work on
this article, as well as datasets collected by ourselves.

4.1 Improving Access to Text Dataset

Improving Access to Text (IMPACT) - is the research dedicated to collecting images
from libraries, that are participating in IMPACT (Papadopoulos et al., 2013). This
research is a long-term project because more images are added to collections, more
variations and conditions are identified and stored. The main goal of IMPACT is
to provide the most variety of examples of conditions for any further subprojects.
Conditions are any image objects, image structure, the language of the content on an
image, fonts, and others. Also, there are many modifications of IMPACT, including
a part of the IMPACT Centre of Competence in Digitisation called IMPACT Digiti-
sation (IMPACT Center of Competence). The IMPACT Digitisation Image Repository
has more than half a million images of typical text-based pages collected from the
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Type Number of documents
Book Page 335,640
Newspaper Rage 142,748
Legal Document Page 80,289
Journal Page 19,573
Other Document Page 18,957
Unclassified Page 5,423
Total Pages 602,630

TABLE 4.1: Distribution of document types. Source: Papadopoulos
et al., 2013

biggest European libraries. The dataset contains even digitised and processed pages
of works dated about the 1500th year. Also, in this dataset included material from
books, brochures, newspapers and other typewritten works. All of these make the
IMPACT Digitisation indispensable source of information for future researches on
Image Processing, Optical Character Recognition (OCR) and enriching the language.

A cautiously chosen subset of such images has been improved with correspond-
ing ground truth. Ground truth in image processing is the verification that confirms
the specific properties of digital images are appropriate. For instance, it could be
done via producing a human transcription of a digital image by an accurate record-
ing of each symbol and word on the image. This ground truth verification will help
to evaluate the accuracy of automated image processing.

The IMPACT Dataset of Historical Document Images collected by C.Papadopoulos,
S.Pletschacher, C.Clausner, A.Antonacopoulos has about 602,630 images of different
document types in a variety of languages (including, English, Polish, Old Church
Slavonic, Russian and others). These images of pages were provided from libraries
in the United Kingdom, Spain, France, Germany, Czech Republic, Slovenia, Poland
and other countries (Papadopoulos et al., 2013). The images are very diverse in their
source of origin (see table 4.1).

Each object of an image was labelled and classes of all labels are shown on the
table 4.2. As can be seen, there are eight main categories, two of which also have
subcategories. To give more clarity to these categories:

• a heading is words written at the top of a text as a title;

• the paragraph is a part of a text, that has begun on a new line and at least one
sentence;

• the footer is a part of the text that printed at the bottom of each page such as a
page number, title;

• footnote is a note or reference with additional information connected to the
text above and is written at the bottom of a page.

Although these aspects provide the unique and varied dataset, they also bring
many problems. For example:

1. Because of many different sources of data, images are labelled differently. In
the example below, the left image does not include spaces before and after the
text to the labels, but the right image does.
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Region type/subtype Number
Text 573,725

Heading 42,345
Paragraph 388,636
Drop capital 6,211
Caption 294
Header 35,023
Footer 409
Footnote 2,897
Footnote continued 187
Signature mark 10,642
Catch word 20,678
TOC-entry 6,217
Page number 37,727
Marginalia 11,091
Credit 11,307

Graphic 10,151
Logo 4
Stamp 937
Handwritten annotation 2,343
Punch hole 419
Signature 15
Other 6,135

Image 1,312
Line Drawing 8
Separator 30,998
Table 1,558
Chart 5
Maths 355

TABLE 4.2: The total number of labelled types and subtypes. Source:
Papadopoulos et al., 2013
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2. Some of the classes are absent when searching on a site.

3. Strange labelling of some paragraphs, in cases, when they include blank re-
gions that they do not belong to.
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4.2 Zapysky Dataset

Within this project, we collected a dataset of images from the Zapysky NTSh.
At first, we were marking photos with such labels: photo, title, subtitle, text,
page_num, footer, separator, reference, author, watermark, caption, table. We
used a program called labelling for it. However, at the time when we reached
out about IMPACT dataset, we decided to change a little the way of mark-
ing data. From that moment labelling method is sticking to the IMPACT data
designation and also there is a new label called paragraph which contains in-
formation about the author. For a detailed view of labels, see fig.4.3.

4.3 Zbirnyk Dataset

The Zbirnyk dataset is similar to Zapysky dataset but received as a result of
marking images from the Zbirnyk NTSh. When we started working on the
Zbirnyk dataset we had already known about the IMPACT dataset and deci-
sion was made to increase the number of mathematical formulas in the dataset.
The reason for this is that we wanted to try how our approaches would work
with formulas, but the IMPACT has only 355 math formulas, what is quite a
small number for the dataset of size 602,630 labels. So pages of publications
exactly on mathematical topics were collected for the dataset. Also, this time
marking was done in the Supervisely and labels are the same as in the IMPACT
dataset. For a detailed view of labels, see fig.4.4.
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IMPACT label Our Label Number of labels
Region type/subtype 628
Text 286

Heading title 18
Heading subtitle 28
Paragraph text 124
Paragraph author 2
Caption caption 7
Footer footer 6
Footnote reference 8
Page number page_num 93

Graphic 312
Other watermark 312

Image photo 10
Separator separator 19
Table table 1

TABLE 4.3: The total number of labels in the Zapysky dataset.

IMPACT label 1120-2163-1-PB 1 1108-2162-1-PB 2

Region type/subtype 601 544
Text 375 352

Heading 8 12
Paragraph 258 232
Caption 34 39
Header 30 28
Footnote 9 8
Signature mark 4 4
Page number 32 29

Graphic 2 2
Other 2 2

Separator 38 32
Maths 186 158

TABLE 4.4: The total number of labels in the Zbirnyk dataset.

1"1120-2163-1-PB " - Збiрник НТШ. Том 1. Докази iстованя iнтеґралiв рiвнань рiжничкових
Володимир Левицкий

2"1108-2162-1-PB" - Збiрник НТШ. Том 1. Про переступ чисел e i pi Володимир Левицкий
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Chapter 5

Implementation Details

To conduct all experiments similarly, without making modifications every time, was
decided to create class Image, that would have all information about regions of an
input image (each region is an object of class Region). Class Image also has functions
for scaling up its instances, make corrections to it and export input image along with
its regions, that are also modified appropriately. Along with this, for each dataset
were implemented connectors from data class to Image class.

Also, modules for RLSA algorithm, converting PDF files to JPEG and converting
instances of Image class to TFRecords were created.
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Chapter 6

Experiments

This chapter presents a summary of conducted experiments to see which approach
works better on the task of document layout analysis. Before performing anything,
we programmatically do data preprocessing of each page scan to remove frames,
backgrounds. As in this work, we compare results from different approaches, and
firstly, we reproduced the technique described in Augusto Borges Oliveira and Pal-
hares Viana, 2017 on IMPACT dataset and later on the dataset collected by ourselves.
Then we check how YOLO works on detecting and classifying block on a document
page.

6.1 Preprocessing

Sometimes digitised images have undesirable areas along the edges because of bad
scanning. In order to remove those areas and bring all the images to one type, some
corrections were implemented. This process consists of the next stages:

1. Background removal:

(a) The conversion from an RGB image to grey;

(b) Use of Gaussian smooth to blur an image;

(c) Use of a binary threshold to check the intensity of every pixel in compar-
ison to a threshold and assign to it 1 or 0 accordingly;

2. Black frame removal (see fig.6.1):

(a) Find contours of the most significant white area in an image (contours are
specified as a curve that connects all continuous dots (along the perime-
ter) having the same colour or intensity);

(b) Cut image — we believe that the black frame is only when the largest
white area covers more than 90%of the entire image in height and width.
Limits were set experimentally;

3. Padding Removal (in other words, white frame removal) (see fig.6.2):

(a) Removal white frame (all of the white pixels) around the text;

6.2 Fast 1D CNN experiments

One of the experiments that were done during this work is checking the possibil-
ity to use Fast one-dimensional CNN based approach on a more significant amount
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FIGURE 6.1: Results of the two first steps performed on a page from
the Zapysky NTSh.

FIGURE 6.2: Result of the third step performed on a page from the
Zapysky NTSh.

and more diverse classes. In particular, we added mathematical formulas as an ad-
ditional class. Below in tab.6.1 and tab.6.2 you can see the results. The results were
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TABLE 6.1: Train results (1120-2163-1-PB)

Math Separator Paragraph
Math 179 0 6
Separator 0 38 0
Paragraph 12 5 358

TABLE 6.2: Test results (1108-2162-1-PB)

Math Separator Paragraph
Math 148 1 5
Separator 0 32 0
Paragraph 16 5 331

obtained by training on 1120-2163-1-PB (part of the dataset) through 100 epoch with
SGD optimiser and parameters lr=0.001 and momentum=0.9. We chose the other
three classes than in the original Fast CNN-based document layout analysis, but the
result is comparable. In Fast CNN-based document layout analysis, we have an
accuracy of 96.75%, and here we have 94.98% on the test data.

6.3 YOLO

Most approaches for document layout analysis use two steps, but we decided to re-
duce it to one step using more modern architectures. That is why we decided to use
SSD_Inception model (a descendant of YOLO) with pre-trained weights ImageNet
(Deng et al., 2009). Below, in tab.6.3, you can see the results. The performance of
transfer learning, even for the case of one class classification is quite pure. The re-
sults show that the algorithm is bad even on segmenting a page, not even talking
about classification.

TABLE 6.3: Results of using transfer learning with YOLO

Train Test
mAP@0.5IOU 0,625412 0,105045
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Chapter 7

Conclusions

This work is about segmentation and classification blocks of a document page scan.
The primary motivation for this work is to prepare data for further analysis of Shevchenko
Scientific Society publications. Because we believe that NTSh’s works have invalu-
able information that should be researched and processed. That is why the main
goal was to develop the system which would be able to analyse document structure.
However, this is not an innovative task, and there are already existing solutions for
it. Firstly to test already existing approaches and our suggestion, we used publicly
available IMPACT dataset but later decided to collect a new one from NTSh’s pub-
lications. This decision was made because of marking specifics in this dataset and
not enough amount of some classes. For instance, the IMPACT dataset has only 385
formulas (which is a small amount according to the entire dataset size) and also for
some reason scans with these formulas cannot be downloaded from the web-page.
That is why, precisely the publications with many mathematical formulas were cho-
sen to increase the number of class labels. The approach that was published on the
International Conference on Computer Vision 2017 (Augusto Borges Oliveira and
Palhares Viana, 2017) was modified and reimplemented for using in this work and
gave pretty good results. Also, we suggested and evaluated our approach of pre-
trained SSD model, which gave bad results in the end.
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