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Abstract

This thesis is focused on database management systems. At first, we will go through
relational and non-relational databases, their principles and use cases. After that,
we made a research on which databases are currently in trend. Next, we constructed
a testing application that dynamically visualizes results of conducting CRUD tests
on MongoDB, PostgreSQL and MySQL. At the end, we provide the interpretation of
results.

The final conclusion of this thesis is that MySQL is not longer an option for mod-
ern applications, while PostgreSQL and MongoDB are on an equal lever, each is
good for its type.
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Chapter 1

Introduction

Nowadays, it is hard to imagine a modern application that is able to function with-
out some kind of data storage. From social networks to self-driving cars, from re-
search stations in Antarctica to bank transactions, from Youtube videos to nuclear
attack codes, the data in that way or another surrounds us everywhere we go. The
more digitalized our life becomes, the more data we use. More data brings more
challenges. Twenty-first-century organizations have to go through at least three of
them: the quality of data has to be good, specifically trained engineers that can prop-
erly work with it, and, as an endpoint - some storage to save it and efficiently retrieve
for future usage. But, back then, these were totally different.

The modern history of Big Data started in the 70s in paper by Codd, 1970. He in-
troduced such concepts as relation, constraints, normal forms, and query language,
which are now widely used in database development. Since then, many Relational
Database Management Systems were created, but mostly, even now, we use 50-year-
old concepts. These outdated concepts bring such problems as: the data location
has to be on one server, complex SQL queries because of the need to satisfy normal
forms, no support for complex data structures such as arrays, maps, etc, and no dy-
namic data schema change. They led to colossal performance issues as well as to
difficulties in development. However, these were not too critical until the number of
Internet users grew significantly in the 00s. Applications are now required to handle
large loads of data, and the need for innovations was growing rapidly.

This way, in 1998 term NoSQL was used for the first time by Carlo Strozzi to
name his "relational" database that did not use SQL. NoSQL was designed to satisfy
the imperfections of RDBMS, with the ability to handle loads of unstructured data
efficiently. In the following ten years, such projects were introduced as Big Table by
Google, Hadoop, DynamoDB by Amazon, and 10Gen with its MongoDB.

The progress is inevitable and fast. The more it goes, the more solutions are there
to choose from. Both RDBMS and NoSQL are designed with entirely different ideas
in mind, first one - to meet ACID principles, and the second one - BASE semantics
[see Chapter 3]. However, nowadays, developers often get stuck when the question
about the database management system arises. Which one is the best option in that
particular case? Will it be able to handle the application load? Will its throughput be
enough? This thesis aims to answer these questions by performing a benchmark on a
few popular databases, both relational and not relational, and comparing them. We
will go through designing an application that is able to perform CRUD performance
tests on MySQL, PostgreSQL, and MongoDB with dynamic visualization of results.
At the end, we will analyze the results and compare them to other benchmarks.
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Chapter 2

Related work

In this chapter, we are going to review few existing database performance compari-
son papers.

A study by V. Abramova and Furtado, 2015 compares five NoSQL databases:
Cassandra, HBase, MongoDD, OrientDB and Redis. The database choice for the
benchmark is sparse; however, the research lacks the description of each selected
database. Also, there is no explanation of which data was used and how it was
selected, same as arguments for performance comparison methods.

A master thesis by Kolonko, 2018 has sufficient description of data, its selection,
the justification of databases choice, and results. The drawback is there are a lot of
not that important details. Such details are provided, for instance, about browsing
the most popular databases on the Internet and mentioning how the search was
done. This work compared OracleDB and MongoDB; the choice is justified, again,
with lots of details, but the good side is that the text is clear and easy to follow, but
about 30% of the research can be cut off, and that would not make much difference.

The paper by Nepaliya and Gupta, 2015 compares two NoSQL databases of doc-
ument type: RavenDB and CouchDB. It is not stated why such a selection was made.
Also, not stated the data used and the type of conducted tests. Overall, the paper
leaves many questions behind. The good point the authors made is the descrip-
tion of RavenDB and CouchDB. They described their pros and cons, as well as their
standing out features.

Another master thesis by Hadjigeorgiou, 2013 compares MySQL and MongoDB.
The thesis is well structured. It also has all the needed descriptions, such as the
schema of data used, the queries performed, test configurations, and measurement
options. The database choice is also justified. Two minor drawbacks are that the
selected databases were not described in detail, and their versions used for the test
were not mentioned, but, other than that, the benchmark was done well.

Research made by Li and Manoharan, 2013 compares seven databases: Mon-
goDB, RavenDB, CouchDB, Cassandra, Hypertable, Couchbase, and Microsoft SQL-
Express. Despite such vast databases choice is very approving, it is not justified, and
the paper lacks the description of each of the selected databases. The schema used
for the benchmark is also neglected.

Overall, there are loads of papers written on performance comparison themes.
Many of them lack the core needed descriptions, but almost all of them have a good
explanation of the results. Each of the studies reviewed here compares different
databases and has a good visualization of results. A vast majority of studies com-
pare at most two databases; there are some exceptions, however. Our solution, how-
ever, compares three different databases of two different types and has a real-time
dynamic visualization of results. But, on the other hand, my tests are simpler than
the ones made in the reviewed articles.
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Chapter 3

Background

The database is simply a storage unit for somehow related information that is oper-
ated by a database management system. To conduct a benchmark on different types
of DBMS, they first need to be appropriately categorized. The basic division is made
into two categories: relational and non-relational. In this chapter, we will shortly go
through each of the types and their core ideas, concepts, and use cases.

3.1 Relational databases

A relational database is a set of structured tables where data is stored using rows
and columns. Its tables are based on a fixed schema, a sample of which is given on
the Figure 3.1.

FIGURE 3.1: An example of data center management domain, made
in relational database style, adopted from an article by Sasaki, 2018



Chapter 3. Background 4

Each table in relational database has to have a unique row identifier (primary
key), that later forms an index to the table. Another important notion of RDBMS is
foreign key, which is the reference to a specific row in another table.

3.1.1 Normal forms

The process of normalization (fitting tables to satisfy normal forms rules) is another
core concept of relational databases, which was also presented by Edgar Codd in
70s. At that time, he suggested three types of normal forms. Later, the Boyce–Codd
normal form was introduced in paper [Codd and Boyce, 1974]. Overall, there are
seven normal forms in a hierarchical structure.

As normal forms are not that relevant for this research, we will not dig into de-
tails for this topic. The rule of thumb for the normal form is that your schema is not
normalized, if there is any duplicated data.

3.1.2 ACID

A transaction is any change in a RDBMS database. To satisfy the reliability of such
transactions, ACID properties were designed, and now every relational system should
be compliant with them. ACID principles are:

• Atomicity: each transaction has to be identified as a single unit, which can
either fail or success

• Consistency: data has to be kept in a valid state

• Isolation: in case transactions are executed concurrently, the order has always
to be the same as it would be in a sequential manner

• Durability: if the system fails, transaction that was made before the crash,
remains in the same state

ACID principles allow a RDBMS to be used for sensitive and important information
storage, such as bank transactions.

3.1.3 SQL

SQL is a query language for manipulations with databases. The result of a query
(statement in SQL) is a table, or, in other words, result set. Its main advantages are
the ability to accessing many records in one statement and that it can access data
with or without an index, unlike its ancestors, that could only work with indexes.

In order for the database to be called relational, it has to be SQL-compliant. It
is not required for it to adhere to all rules and specifications of SQL, but to be fully
compliant, it has to.

3.1.4 Conclusions

RDBMS were created for the purpose of having a consistent and reliable data storage
on one server. Due to this and its ACID compliance, such systems are perfect when
one has to store sensitive data, for example, healthcare data or bids on auctions,
where the order of transactions is crucial. Their main drawback, however, is that
they are not easily partitioned and replicated to clusters, and because of that, they
become really slow when the amount of data becomes big.
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3.2 Non-relational databases

NoSQL was designed on the contrary to RDBMS. It violates its principles, and cre-
ates new ones. Data is no longer required to be formed into a table, instead, it could
be anything from document to graph. ACID principles are omitted and new ones
were created.

On Figure 3.2 a schema for the same data as on Figure 3.1 is displayed, but it is
much simpler and preserves data in its initial form.

FIGURE 3.2: An example of data center management domain in its
natural from using graphs, taken from the article by Sasaki, 2018

3.2.1 BASE

BASE is a softer version of ACID principles, that takes into account the flexibility of
NoSQL. BASE consists of:

• Basic Availability: data is spread over the clusters with replication

• Soft State: consistency of data is not handled by the database

• Eventual Consistency: data does not have to be always consistent, instead,
ensure it would converge at some point in the future
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These principles mean that NoSQL databases do not guarantee that the records
will be written to memory in the same order that the write request was made. Also,
another problem in NoSQL are concurrent writes [see Chapter 5 of Kleppmann,
2017]. There are many ways to control such cases, and each database has its own
one. For example, Cassandra has the simplest concept of Last Write Wins (each re-
quest has a timestamp of the time it was made).

3.2.2 CAP

Another core goal of NoSQL regards the CAP theorem. CAP means:

• Consistency: all users have to see the same data at the same time

• Availability: any request made to the databases, gets a response, no matter if
any of the nodes are down

• Partition tolerance: the system has to continue to work even when there are
any communications breakdowns

CAP theorem states that a system always has to strive to the three of its concepts, but
it always never the case. But, since partitioning may happen whether it is expected
it or no (any network fault) and it’s a kind of fault that you cannot control, this
theorem has to be correctly interpreted as: “...either Consistent or Available when
Partitioned“, as stated a in book by Kleppmann, 2017.

3.2.3 Types

There are four main types of NoSQL databases. However, many of today’s top non-
relational DBMS are a combination of several types listed below.

Document type

This type saves data mostly in JSON, XML or BSON documents. It is very flexible
because the schema of documents does not have to be the same, and it can be easily
adapted to the change in application or its requirements. Because of this, they are
easy to work with, and this explains the popularity of databases of this type among
the developers.

Another reason for their popularity is an intuitive data model - the DBMS can
save the data in JSON format, as it is used all over the Web in HTTP protocol to
transfer data. The most famous representative is MongoDB, which recently gained
much popularity.

Key-value type

This type is the simplest of all, as it does exactly what its name suggests: saves values
in a map, where the key is the index and the value is, in fact, a row value. It resembles
a relational data storage with only two columns - name and value. Because of their
simplicity, they are highly optimized and are leaders when it comes to operations
execution time.

Such databases are a good storage to save data that does not have to be struc-
tured, such as shopping carts, or, more commonly, cache. The most popular database
of such type is Redis, which positions as world’s fastest database.
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Column-oriented type

Column-oriented data storages are a complete difference to relational ones. While
the RDBMS save data in rows and read row by row, column-oriented, as the name
suggests, save it in columns. They are a common solution when it comes to analytic
data, when there is a low number of long columns.

Columnar databases are very fast on column reads and their aggregation. Their
drawback is that operations on few rows are not optimized, as well as they are hard
to achieve strong consistency on writes, because one write request may require sev-
eral writes to disk.

Graph type

This type is an ideal solution when the initial data is highly coupled, for instance,
social network friends. Each element is a node in graph, and connections between
nodes are called relationships. Such DBMS are optimized for related data, but per-
formed worse on loose data.

Most widely used database of this type is Neo4j, which is used by Nasa and eBay
[Who uses Neo4j?].
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Chapter 4

Methods

4.1 Performance tests types selection

We decided to measure such metrics as response time and throughput. The type
of tests was chosen based on their relevance to the real-life problems. Because of
that, we have decided to conduct tests that resemble social network posts or news
management - when there are many single reads and little deletes.

4.2 Databases

The databases choice for the benchmark is an integral part since poor and unjusti-
fied choice leads to poor results. Multiple parameters were taken into consideration
when conducting this part of a thesis: popularity among businesses, developers, and
their benchmark relevance, so that it would be a fair fight.

4.2.1 DB-engines ranking

The first thing that the web search has led to was the website DB-engines and its
ranking [DB-engines, 2021], which monthly gathers statistics about the database us-
age. Their method is basically to count mentions on websites, using search engines
such as Google and Bing. They also use Google Trends to see which databases gain
popularity and which lose it. Interestingly, they also count the mentions of database
names in tweets (the suggestion is to count the, let us say, informal popularity). As
for May 2021, the top 10 consisted of Oracle, MySQL, Microsoft SQL Server, Post-
greSQL, MongoDB, IBM Db2, Redis, Elasticsearch, SQLite, and Microsoft Access.

FIGURE 4.1: An example of data center management domain in its
natural from using graphs, taken from the article by Stack Overflow,

2020
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The main drawback of this ranking is that it shows the popularity of databases
among businesses, including old and outdated systems. Many organizations stay
with old-time solutions, such as Oracle, because it is more expensive and time-
consuming for them to migrate to newer and modern solutions. For this reason,
we decided to take another ranking, that is described in the next section.

4.2.2 Stack Overflow developers survey

This survey [Stack Overflow, 2020] is conducted on a yearly basis, and it shows
the current trend in technologies, which developers currently use, and which tech-
nologies are most wanted between them. There are many parts, such as personal
information (gender, age, etc) and, what makes the most interest - overview of tech-
nologies.

On [Figure 4.2] that shows the most popular databases the results (by counting
the percentage of respondents who work with it) are more intuitive and indicative
than in the previous ranking: top spots are preserved by databases that are popular
and widely used.

FIGURE 4.2: Top most used DBMS used by all respondents from Stack
Overflow, 2020, based on 49,537 responses.

Apart from the metric on the previous chart, Stack Overflow also asks its respon-
dents which technologies are most loved (developers work with them and want to
continue), dreaded (would not like to continue) and wanted (do not develop but
would love to). This metric is also important, since it shows a trend on technologies,
whether it goes up or down.

As can be seen on Figure 4.3, a few of top position from ranking 4.1, are most
unwanted for developers to continue working with. A surprise was that MySQL is
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in a list of most dreaded databases, since it seems to be relatively popular and one
of the most used ones. Top places by Oracle and IBM DB2 are not surprising since,
as was mentioned before, these databases are an example of cases when they are left
for backward compatibility and are expensive to be migrated into newer solutions.

FIGURE 4.3: Top 10 most dreaded DBMS from Stack Overflow, 2020

4.2.3 Conclusion

Based on databases investigation, we have selected three of them for the research:
MySQL, PostgreSQL and MongoDB. MySQL was selected since there is a negative
trend for it in terms of popularity, and it is interesting to check why so. PostgreSQL is
currently on hype, and, what is more, it is being compared with MySQL a lot. Mon-
goDB is also very popular, and it is of one of the most reasonable types of NoSQL
databases that can be compared with relational ones.

For the reason of making a correct comparison to relational databases, graph
type, wide column and key-value were selected out. Graph type works better when
the data is very connected, wide column - on analytic data. Key-value did not make
much sense to test as it would take the first spot in performance measures since it is
one of the simplest types, hence, its speed is the best.

4.3 Selected databases

In this section we will go through a short overview of the selected databases to iden-
tify their main pros, cons and use cases.

4.3.1 MySQL

MySQL is a representative of a relational database management system. It was build
to be fast and easy to use. Moreover, MySQL can be build using different engines,
and based on that, its features may be differ. For instance, MySQL is only fully
SQL-compliant when it is build on InnoDB engine.
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Pros and cons

Advantages of MySQL include: easy to use, stable performance, able to handle large-
sized databases and being open source. It also very secured, especially when using
InnoDB.

Its major drawback is that after Oracle purchased it in 2009, it became not fully
open sourced, and since then there are different editions of MySQL, paid ones and
limited free [AWS, 2021a]. Although, after that, there were many improvements and
innovations in the development of this RDBMS.

Use cases

MySQL is mostly used for eCommerce platforms. Its engine is actually one of the
most popular when it comes to transactional ones. It is also used by such companies
as Facebook, Nokia and Nasa.

4.3.2 PostgreSQL

PostgreSQL is an example of an open source object-relational database system. Its
official website states that it is “The world’s most advanced open source relational
database“ [PostgreSQL, 2021].

It fully satisfies ACID principles, as well as is almost SQL-compliant. Post-
greSQL, on the contrary to MySQL, was build to be feature-rich. It both supports re-
lational (SQl), and non-relational (JSON) querying. Also, since it is object-relational,
it supports tables inheritance.

Pros and cons

Major PostgreSQL advantage is that it is open source, and literally everybody can
commit to the development of this DBMS, as well as propose their own solutions
to bugs. It is also enhanced with features, and has a high fault tolerance database.
[AWS, 2021b] One of its drawbacks is that because it has more features than MySQL,
it is slower in terms of performance.

Use cases

PostgreSQl, because of its fully ACID-compliance, is suitable for financial structures.
It has gained a lot of popularity recently, and it is now top two in most popular
databases [Figure 4.2]. Such giants as Twitch, Spotify, Reddit and IMDb use it.

4.3.3 MongoDB

MongoDB is a NoSQL database of document type that saves data in JSON format.
Its official website states that it is “The most popular database for modern apps“
[MongoDB, 2021]. Since MongoDB is a NoSQL database, it has all principles of
them. Instead of tables in relational databases, MongoDB has so-called documents,
where any piece of JSON data can be written. It saves data in a binary JSON - BSON.

Pros and cons

MongoDB pros include: scalability, replication, fast performance, distributed and
non-blocking IO. One of cons is that MongoDB does not support transactions, so it
cannot be used for any financial structure.
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Use cases

As a NoSQL database, MongoDB is used in case when the amount of data is big, and
where you do not need atomicity as for transactions. It is used by such companies
as Forbes and Toyota.
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Chapter 5

Solution overview

In this chapter we will present the solution which was developed in this research.

5.1 Table

As we decided to do simple CRUD tests, next step was to decide on what data the
databases will be tested. The requirement was that the data contained all the main
types: an integer, float, date, bool, short text and long text. Based on this, we have
selected the model of data that most people use on a daily basis - a post in social
network, or something that resembles it. We found the Amazon database of reviews
for their products and took it as a base for our table schema. Then, the data was
cleaned and shortened to fit the requirements. The result schema can be seen on
Figure 5.1.

FIGURE 5.1: The schema of table that will be tested.

It is worth mentioning, that this schema was used only for MySQL and Post-
greSQL, since MongodDB does not have a fixed schema, as well as limited char
fields.

5.2 Tools

Apart from databases, we used multiple tools for testing and visualisation.

5.2.1 JMeter

Apache JMeter is open source application written in Java that was designed for load
and performance testing. It is mostly used for testing load on servers, but can also
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be used for databases test via JDBC (Java Database Connectivity). PostgreSQL and
MySQL can be connected to JMeter generically, and the tests can be executed using
queries. For MongoDB we have written Java code to have the same functionality as
for PostgreSQL and MySQL (see Appendix A). Not only can JMeter display results
in its GUI interface, but it can also automatically save data to whatever you tell it to
using listeners.

5.2.2 Grafana

Grafana is a popular open source framework for dynamically displaying and run-
ning analytics, specifically time series data. It is mostly used for Data Science.
Grafana allows to query, aggregate and display data dynamically over a certain pe-
riod of time.

5.2.3 InfluxDB

InfluxDB is an open source NoSQL database, written in GO, optimized for fast stor-
age and retrieval of time series data. It is basically a bridge that connects JMeter and
Grafana. We have set up JMeter to write results to it and Grafana to retrieve and
display them on its dashboard.

5.3 Tests

We have decided to execute simple CRUD tests that are as follows:

• CREATE - count how many records were created in a fixed time (or average
requests per second), initial setup: truncate table

• READ - count how many records were read in a fixed time, initial setup: trun-
cate table and create one record

• UPDATE - count how many records were updated in a fixed time (boolean
field was being updated for simplicity purposes), initial setup: truncate table
and create one record

• DELETE - count how many records were deleted in a fixed time, initial setup:
truncate table and create enough records

Note: all databases, taking part in this research, have batch create/delete, etc, but
only single operations were executed on them.

5.4 System setup

The whole system schema is displayed on Figure 5.2. Everything is deployed on
Microsoft Azure in one private subnet (only visualization server has public IP for it
be accessible from the Web Browser) on such instances:

• Databases server: Standard D2s v3 (2 vcpus, 8 GiB memory)

– MySQL version: 8.0.24

– PostgreSQL version: 13.3

– MongoDB version: 4.4.6
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• Testing environment: Standard B2s (2 vcpus, 4 GiB memory)

– JMeter version: 5.4.1

• Visualisation server: Standard B2ms (2 vcpus, 8 GiB memory)

– Grafana version: 7.2.0

– InfluxDB version: 1.8.2

Databases were installed using defaults in separate Docker containers and with-
out any configurations made for improving their performance. They were installed
with tag:latest to get the latest stable release version. This was done not to give any
of the test subjects advantages.

FIGURE 5.2: Benchmark application, deployed on Microsoft Azure.
Each blue box represents different virtual machine.
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The whole testing flow is:

1. The test is started using JMeter CLI.

2. JMeter connects to the database instance and to specific database.

3. JMeter performs initial setup and then testing.

4. During the test execution, JMeter connects to the Grafana server and writes
results to InfluxDB.

5. Grafana constantly reads InfluxDB (read time is configurable) and displays
charts.
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Chapter 6

Results

In this chapter we will present a sample of results that we got, to take a look at all
charts and launch demo - see Appendix A.

6.1 Read

FIGURE 6.1: PostgreSQL READ test, throughput metric

FIGURE 6.2: PostgreSQL READ test, throughtput metric

PostgreSQL showed good and stable performance. Its response time is pretty
much the same, it does not vary a lot. The average of this metric is 1.74ms, min and
max - 1.00ms and 2.00ms respectively. On Figure 6.1 we can see that PostgreSQL has
a higher throughput at the beginning of the test, and looses some performance in the
middle of it, and then gains it back.
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FIGURE 6.3: MongoDB READ test, throughput metric

FIGURE 6.4: MongoDB READ test, response time metric

MongoDB also showed promising results, although they are a bit vise versa from
what we saw for PostgreSQL: it showed the best throughput in the middle of the
tests. The surprising fact is that it showed a little worse performance than Post-
greSQL. Its response time is also worse: min is 1ms, average - 2.36ms, and max -
4.95ms.

FIGURE 6.5: MySQL READ test, response time metric

MySQL test has a bit shocking results. Its performance is awful, the average
response time is 68.60ms, which is 29 times worse than in MongoDB and 39 than
PostgreSQL.
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FIGURE 6.6: MySQL READ test, throughput metric

FIGURE 6.7: MySQL and PostgreSQL READ test results side by side

6.2 Create

FIGURE 6.8: PostgreSQL CREATE test, response time metric

PostgreSQL has much worse performance on creating records than on reading
them. In 5 minutes test, 70397 records were created (while on read this number was
almost 5 times bigger). The lowest number of records created in a second is 3.8.
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FIGURE 6.9: PostgreSQL CREATE test, throughput metric

FIGURE 6.10: MongoDB CREATE test, response time metric

FIGURE 6.11: MongoDB CREATE test, response throughput metric

MongoDB here has much better results than PostgreSQL, with minimal write
throughput almost the same as the maximum speed that PostgreSQL showed (min:
216.4 on one side and max:245.0 on the other).
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FIGURE 6.12: MySQL CREATE test, throughput metric

FIGURE 6.13: MySQL CREATE test, response time metric

Again, MySQL has the worst results here. Its average response time is three times
slower than in PostgreSQL. Although, the only good side is that MySQL showed
roughly stable performance, the response time varies around 20ms, excluding one
outlier between 17:11 and 17:12 of 42ms.

FIGURE 6.14: MySQL and PostgreSQL CREATE test results side by
side
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Chapter 7

Conclusions

This thesis has studied different types of databases and conducted a review of cur-
rent trends in DBMS. We have build and deployed a testing application that can in-
teractively and dynamically display the results of tests. We researched the selected
databases in terms of performance during simple CRUD tests. In the end, we did
some conclusions and made assumptions based on results.

7.1 Discussion

Results in the previous chapter proved the trend, researched in [Chapter 4]. MySQL
is losing its positions rapidly and inevitably. MongoDB showed good performance,
but one has to remember that NoSQL databases are most effective for Big Data and
when distributed on clusters. For this reason, it is not a surprise that PostgreSQL is
faster in some cases.

We have not found a reason for such a poor performance of MySQL. The logic
tells that PostgreSQL should be slower since it is more enhanced with features, and
in MySQL, some of them are omitted in favor of performance.

We have also reviewed some existing benchmarks and saw that our results are
similar. A benchmark from the creators of ArangoDB [ArangoDB, 2018] compared
PostgreSQL and MongoDB (and some others, but they do not make interest here).
We checked their tests since this benchmark is open-source; there were no faked
results there. Their results show that MongoDB is slower than PostgreSQL on single
read and write [see ArangoDB, 2018, Fig.Overall results].

Another benchmark from an independent developer [Petr Jahoda, 2021] com-
pared MySQL, PostgreSQL, and some other RDBMS. His results show that Post-
greSQL is much faster than all of them, not only from MySQL. He concludes that the
“Postgres engine family is about twice as fast as MySQL engine family, exceptMari-
aDB“.

There also is a benchmark [Anastasia Raspopina and Sveta Smirnova, 2017] in
which MySQL performed better than PostgreSQL. Nevertheless, the tests performed
there differ too much from ours. They did a multi-threaded test with millions of
queries, and they also tuned both databases, so it does not make sense to compare
our benchmarks. However, it may mean that MySQL is better on heavy load, but we
can not state it.

To wrap it all up, MySQL is an outdated solution and should be replaced by new,
better solutions, such as PostgreSQL. MongoDB showed good performance, as was
expected. PostgreSQL surprised with its excellent performance and that it could
even be an equal adversary to a NoSQL database.

And, the final note is that one has to remember that this performance test was
made without any tuning. MySQL can indeed be configured to match PostgreSQL
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and MongoDB results, but the two winners of this benchmark could also be tuned
to show better results based on an application’s needs.

7.2 Deviations from initial plan

The first deviation was encountered during the setup of virtual machines. The initial
plan was to use AWS for deployment, but we refused to it since there was no stu-
dent subscription available, so we decided to take Microsoft Azure. In the Microsoft
Azure Student Subscription, as it turned out, there are available only six CPUs. Ini-
tially, we planned to have each database deployed on a separate machine, but we
kept all three databases on one instance after this restriction. Also, we had to choose
not that powerful virtual machines, that for sure worsened our results.

Another restriction was on databases that took part in the research. In the begin-
ning of the project, we thought to take one database of each type. However, later, we
dropped graph and key-value type because that would not be relevant to the type
of test data. We also had to drop Cassandra, that was selected as the most famous
representative of the wide-column type. It was done because the Java driver for it
was supplied only for the older version of Cassandra and JMeter. What is more, it
had very limited functionality, which would not be enough for our tests.

7.3 Future work

There is a lot of room for future improvement. The best improvement would be the
measurement of other metrics, such as stability, reliability, scalability, and resource
usage of databases.

It is also a point of interest how the system would behave on better/worse virtual
machines, would the throughput be bigger and the response time shorter or no.

The third improvement is that it would be great if there was a method to run
JMeter tests directly from Grafana, rather than running JMeter CLI. Unfortunately,
according to Grafana documentation, it is not possible yet.
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Appendix A

Implementation

A.1 Code

The code of the implementation of this benchmark can be found here: https://
github.com/lazyTurtle21/databases-benchmark.

A.2 Demo

Visualisation of results is available on http://13.82.195.63:3003/. Use this cre-
dentials to login: username: user, password: password. Then, select dashboard
named Apache JMeter Dashboard using Core InfluxdbBackendListenerClient. Once
in dashboard, select time range when the experiments were conducted (the date is
2021-05-16, time can be found on screens in chapter 6).

https://github.com/lazyTurtle21/databases-benchmark
https://github.com/lazyTurtle21/databases-benchmark
http://13.82.195.63:3003/
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