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Abstract

Every day a lot of visitors leave countless reviews about hotels, restaurants, cafes,
attractions or other services. In most cases, they set the rate about this service, some-
times they also set the rate about the specific topic if service provides this possibility.
However, the main information about user opinion is hidden inside the body of re-
view text. Thereby, in this work, we propose a solution to analyze one or several
user reviews, determine sentiments and acquire important characteristics for these
reviews. We determine which characteristics were influenced by such reviews. In
this case, the proposed solution can detect sentiments from text and classify for pos-
itive and negative. Then it acquires top positive and negative phrases, which can
explain why the user left such review. Besides, we analyze all reviews about one ho-
tel or just several reviews and summarize the most important positive and negative
properties for a specific hotel.
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Chapter 1

Introduction

1.1 Motivation

A lot of services would like to understand whether their clients are satisfied or not.
For this reason, they usually ask to leave a review about their service or some prod-
uct. In many cases when selecting a service or choosing a product, the amount of
information available in user reviews can be or greater volume and more trustwor-
thy than the official product description provided by the vendor. The reviews left by
clients can help services to become better and attract new consumers. Usually, the
number of reviews for specific service items (i.e hotel, restaurant) can be overwhelm-
ing. The review reader can gain an understanding of overall satisfaction by looking
at summary statistics such as the average rating or score, but the details about what
makes service good or not are hidden inside the body of the reviews. With such a
large amount of information to process, it would be beneficial to automate the anal-
ysis of readers reviews and generate a summary of the reviews. Furthermore, many
reviews can help services know which points clients are most interested in.

1.2 The proposed method

Considering all of the above and having made several experiments we propose the
following:

• classify positive and negative sentences in the review

• determine important phrases in the review text

• summarize important properties for all reviews about a specific hotel

The dataset which contains Ukrainian-language user reviews was parsed from
Booking.com1 and TripAdvisor2

1.3 Goals of the master thesis

The following are the main goals of this master thesis:

1. Monitor available solutions for sentiment analysis in English language

2. Collect Ukrainian-language user reviews dataset from available sources

1booking.com
2tripadvisor.com.

booking.com
tripadvisor.com.
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3. Use deep learning techniques based on the collected dataset to estimate the
rating of the review and classify review text for positive, negative, or neutral

4. Apply NLP and Machine Learning techniques to extract important properties
from one or several reviews

1.4 Thesis structure

To begin, we provide an overview of related work to our task for English-language,
and some information about sentiments for Ukrainian-language in chapter 2. Then,
in chapter 3, we give a dataset description and explain how it was collected. More-
over, in chapter 4, we introduce background information about several Machine
Learning and Natural Language Processing approaches which we used and describe
them. The results of applying the processed methods are presented and described in
chapter 5. To conclude, we sum up our contributions and list of directions for future
work in chapter 6.
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Chapter 2

Related work

2.1 Pre-process data

In most works with sentiment analysis, before using some model, the data is re-
viewed and pre-processed. For example, in one paper (Kaur, Sehra, and Sehra, 2017)
of IJCSE1 related to literature review of sentiment analysis, the authors proposed
several steps for prepossessing data. The following pre-processing steps have been
incorporated in their work to improve accuracy while using any sentiment analysis
methods:

• Punctuation erasure. It removes punctuation marks like the period, exclama-
tion point, comma, apostrophe, question mark, quotation mark, and hyphen.

• Number Filter. It allows filtering the numbers.

• N chars filter. It removes words with less than the pre-specified number of 3
characters.

• Case Converter. Lowercase all presented words.

• Stemmer. It allows stemming the terms present in the text.

• Filtering stop words. It allows removing all the terms that represent stopwords
like the, is, on, at etc

In another paper (Hemalatha, Varma, and Govardhan, 2012) of IJCSE, the au-
thors proposed a deeper explanation of pre-processing data for efficient sentiment
analysis. They suggested several additional tasks which data pre-processing in-
volves:

• Removing URLs. URLs do not contribute to analyzing the sentiment in the
informal text.

• Filter repeated letters in the words. For example, in some positive sentence
user can write words like happyyyyy to show his emotions.

• Questions words. The words like which, what, how, etc do not influence po-
larity.

• Removing special characters. Special characters like.,[]()/’ should be removed
to remove discrepancies during the assignment of polarity.

• Removal of Retweets. This usually happens if a user likes another user’s tweet.
1https://www.ijcseonline.org

https://www.ijcseonline.org
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2.2 Predicting rating of user review

In most cases, rating is set by users, but sometimes it is not mentioned and we need
a model which can predict this rating.

One paper of the 19th Conference on Information and Communication Technolo-
gies in Tourism (Gräbner et al., 2012), proposed a system that performs the classifi-
cation of customer reviews of hotels using sentiment analysis. Here, they use 5 class
labels (1 star, 2 stars, 3 stars, 4 stars, and 5 stars). They elaborate on a process to
extract a domain-specific lexicon of semantically relevant words based on a given
corpus. The lexicon in the present study was generated on the base of the vocabu-
lary in the training set only. The resulting lexicon backs the sentiment analysis for
generating a classification of the reviews

On the other hand, in the study of Saumya et al. (2018) they use their predicted
helpfulness score to rank the overwhelming number of product reviews. The help-
fulness score is predicted using features extracted from review text data, product
description data and customer question-answer data of a product using random-
forest classifier and gradient boosting regressor.

Of course, there are a lot of research for multi-class text classification using Neu-
ral Nets. One of them, Zhou et al. (2015) proposed C-LSTM for sentiment classifi-
cation. They consider two classification tasks on the movies review dataset: fine-
grained classification with 5 labels (very positive, positive, neural, negative, very
negative) and binary classification by removing neural labels.

2.3 Sentiment analysis

Sentiment is the technique for measuring the polarity of input text, i.e. how much
positive or negative content the text has. Oh! This is a beautiful hotel. That shows
positive sentiment. It’s the most terrible breakfast, which I have ever eaten before. That
shows negative sentiment. Nowadays, sentiment analysis is a popular topic in NLP,
and a lot of machine learning techniques are also being used.

Since in this work we focus on user reviews and comments about hotels, we
found several similar projects for English and even for non-English language. For
instance, in paper (Kasper and Vela, 2011), the authors present a system that collects
such comments from the web and creates classified and structured overviews of
such comments and facilitates access to that information for German language. They
provided the BEASOT system - an interactive web application, where core system
on server-side handles data acquisition, analysis, and storage as shown in Fig. 2.1

In earlier paper, German scholars uses statistical polarity classifier for assigning
to each text segment a polarity value. As a basis for statistical polarity classification
they used the classification engine, provided by German Research Center for Artifi-
cial Intelligence (Steffen, 2004) which is based on character n-gram instead of terms.
In this study (Steffen, 2004) they research the model used for the multi-lingual clas-
sification of documents according to the topics of the MEMPHIS2 domains. They
use a classification approach based on character-level n-grams. It is also very robust
when working on "noisy" texts with spellings errors. However, they argument that
using character-level n-grams results in less sparse data, because there are far fewer
possible n-grams than there are possible terms and show good performance of this
classification approach.

2http://www.ist-memphis.org

http://www.ist-memphis.org
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FIGURE 2.1: BESAHOT system overview, provided by German scien-
tists (Kasper and Vela, 2011)

In the following paper (Shi and Li, 2011), authors pay attention to online hotel re-
views, and propose a supervised machine learning approach using unigram feature
with frequency and term frequency-inverse document frequency (TF-IDF) to real-
ize polarity classification of documents. They show experimental results, where the
information of TF-IDF is more effective than frequency. Furthermore, members of
IEEE3 (Das and Chakraborty, 2018) propose a technique for text sentiment classifica-
tion using TF-IDF along with Next Word Negation (NWN). In this article, they ran
several experiments using movie and product review dataset and claim that when
TF-IDF is coupled with Next Word Negation then the performance of the sentiment
classifier increases by a good percentage compared to a simple bag of words model
or common TF-IDF model.

Moreover, there was some research for sentiment analysis of reviews in Ukrainian
language conducted by Romaniuk and Romanyshyn, 2013. They describe the ne-
cessity of named-entity recognition for the implementation of sentiment analysis
and presents methods and tools for recognition of appropriate named entities in
Ukrainian restaurant reviews. The authors identified types of entities commonly
used in Ukrainian restaurant reviews. The stages of named-entity recognition have
been defined: named entities identification and categorization.

3https://www.ieee.org

https://www.ieee.org
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Chapter 3

Dataset description

As this work mostly focuses on Ukrainian-language reviews about hotels, here we
describe how we collect this data, pre-process it and show how it is distributed. A
lot of reviews about Ukrainian hotels can be found on Google reviews, TripAdvisor
and of course on Booking.com. Unfortunately, there is no available Google API to
parse the reviews and it is quite complicated to implement script for parsing google
reviews data. At the same time, it is quite easy to parse the data from Booking.com
and TripAdvisor and automate this process.

3.1 Collect data

Firstly, we considered Booking.com. There is a very good possibility to select re-
views by the author’s original language. Additionally, Booking.com asks clients to
split their impressions into positive and negative text (see example in Fig. 3.1 ). This
feature helps us a lot because we have already annotated dataset for text classifica-
tion into positive and negative.

FIGURE 3.1: Example of user review in Booking.com
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As a result, we collected approximately 28 000 Ukrainian-language reviews from
Booking.com for hotels in Kyiv, Lviv, Odesa, Kharkiv, Dnipro, Ivano-Frankivsk, and
Uzhgorod. Besides, Booking.com contains approximately 100 000 Russian-language
reviews for the same hotels in these cities. To fill up our Ukrainian-language dataset,
we translated Russian-language reviews for these hotels using google translate API
into Ukrainian. Therefore, we have approximately 128 000 Ukrainian-language re-
views.

Secondly, we monitored reviews about hotels for the same Ukrainian cities on
TripAdvisor. Unfortunately, there are no reviews in Ukrainian language. However,
there are a lot of Russian-language user reviews about Ukrainian hotels. One of
them is illustrated in Fig.3.2. In comparison to Booking.com there is no split text into
positive and negative, but TripAdvisor has 5 stars rankings that allow us to predict
positive or negative reviews. So, we parsed approximately 36 000 Russian-language
reviews and translated them into Ukrainian.

FIGURE 3.2: Example of user review in TripAdvisor

To summarise, we made a first ever attempt to create a deep learning-ready cor-
pus of Ukrainian language about hotels, using Booking.com and TripAdvisor. In
general, there are more than 164 000 reviews, where 28 0000 reviews are originally
in Ukrainian, and 136 000 are Russian-language reviews translated into Ukrainian
via google translate API.

3.2 Clean data

As we use the parsed data written by a lot of different users, it is not a secret that this
data contains a lot of mistakes. Besides, we translated a lot of reviews from Russian
into Ukrainian. In this case, we fixed incorrectly written words automatically. As in
our work we use word embedding (Word2Vec), we implemented a simple word fixer
which finds the most similar word in word embedding dictionary to the uncorrected
written word. As a result, the numbers of fixed words are presented in Table 3.1 for
three types of data: original Ukrainian reviews from Booking.com, translated from
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Russian into Ukrainian reviews on Booking.com and also translated reviews from
TripAdvisor.

Data Fixed words All words
Booking.com uk 45014 1034651

Booking.com ru→ uk 136131 4346431
TripAdvisor ru→ uk 76385 2857254

All 257530 8238336

TABLE 3.1: Number of fixed words in user reviews

To sum up, 257530 out of 8238336 words have bee corrected, which constitutes
approximately 3%.

3.3 Split data

In common Machine Learning tasks, we split our data into train, test, and validation.
In most cases, the ratio is 60:20:20 train/test/validation respectively. In our cases,
we have a lot of reviews about hotels and each hotel has several reviews. We want
to avoid a situation where reviews about the same would be in the train and in
the test or validation data simultaneously. As a result, we split the unique hotel
list into train, test, and validation using ration 60:20:20 respectively. Then, we use
the data for these hotels like train, test and validation data. As a result, we have
approximately a ratio between train test and validation data.

3.4 Data for text classification

Since Booking.com asks a user to split their impressions into positive and negative
ones, it allows us to get directly annotated data for text classification into positive
and negative. Furthermore, as we want to classify exact sentences into positive or
negative, we tokenize existing data into sentences, and as a result, we get an ex-
panded dataset for sentence classification.

Bellow, we describe the dataset which we want to use for the text classification
(positive or negative). Besides, we formulate a dataset for detecting the most valu-
able n-gram in the sentence. In this case, we have features such as a sentence and la-
bel as the most important n-gram. More details about how we formulate this dataset
will be described describe in section 5.2

3.5 Visualize data

Currently, visually representing the content of a text is a quite difficult and important
task in NLP. Nonetheless, visualizing unstructured (text) data and structured data
have some gaps between each other. For instance, there is no representation of the
text directly in many text visualizations, there is an output of a language model
(word count, character length, word sequences, etc.). Inspired by the article of Li,
2019, we try to visualize and explain data as much as we can.

First of all, we would like to present a review rating distribution. In Fig. 3.3 we
can see the distribution of Booking.com data and TripAdvisor data respectively. As
we can see from Fig. 3.3 bellow, reviews with positive rating are significantly more
frequent than with negative.
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(A) booking.com (B) TripAdvisor

FIGURE 3.3: Review rating distribution of available dataset

Secondly, we want to estimate word count distribution. From Fig. 3.4 we can see
word count distributions for positive and negative texts from Booking.com reviews.

(A) in positive text (B) in negative text

FIGURE 3.4: Word count distribution

Now we are going to explore the most popular N-grams. N-grams are used
to describe the number of words used as observation points, e.g., unigram means
singly-worded, bigram means the 2-worded phrase, and trigram means a 3-worded
phrase. From figures 3.5 and 3.6 we see the most popular bigrams in positive and
negative review text respectively. Furthermore, we compare the difference between
bigrams using full text and bigrams using text after removing stop words.

(A) before removing stop word (B) after removing stop words

FIGURE 3.5: Top 20 bigrams in positive review text
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(A) before removing stop words (B) after removing stop words

FIGURE 3.6: Top 20 bigrams in negative review text

Fig. 3.7 illustrates top 20 bigrams for full-text reviews from TripAdvisor. As there
is no separation into the positive and negative text we can notice that most words in
bigrams are similar to words in positive bigrams from Booking.com. It means that
TripAdvisor contains probably more positive reviews than negative.

(A) before removing stop words (B) after removing stop words

FIGURE 3.7: 20 bigrams TripAdvisor review text
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Chapter 4

Background information

In this chapter, we describe briefly basic theoretical knowledge about methods used
in our experiments for determining sentiment and important properties of user re-
view. The experiment results are described in chapter 5.

4.1 Unsupervised NLP

In this section, we provide short descriptions of several methods based on unsuper-
vised learning which we use for determining important phrases in user reviews.

4.1.1 Bag of words

The bag-of-words model is a simplifying representation used in natural language
processing and information retrieval. It is a good approach to start as a baseline and
sometimes this model can give good results for simple data.

4.1.2 n-gram

N-gram is a continuous sequence of several items (numbers, digits, words, letters,
etc.). There can be a unigram (one word), bigram is a sequence of two words, tri-
gram is a sequence of three words. N-grams can help to find keywords or important
phrases and also can be useful as a feature for deep learning models.

4.1.3 Word Impotency

Below we describe algorithms that help to identify word or n-gram impotency on an
existing corpus.

Word frequency

Word frequency is one the most simple method to estimate how the specific word
or n-gram is important. It is a simple algorithm that counts the occurrence of the
specific n-gram in the text or full corpus.

Mutual information

Mutual information tells us how much we learn about X knowing the value of Y (on
average over the choice of Y), Church and Hanks, 1990
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Pointwise mutual Information

Pointwise Mutual Information (PMI) is a measure of association used in information
theory and statistics. PMI was introduced into lexicography by (Church and Hanks,
1990). Confusingly, in the computational linguistics literature, PMI is often referred
to as simply MI, whereas in the information-theoretic literature, MI refers to the
averaged measure.

TF-IDF

Term Frequency–Inverse Document Frequency (TF-IDF) is a statistical measure that eval-
uates how relevant a word is to a document in a collection of documents. It is often
used in NLP to extract keywords from the specified document.

4.1.4 Word representation in vector space

Inspired by article (RANA, 2018), the author considers several methods of word
vector representation:

• One-hot representation

• Distributed Representations

• Singular Value Decomposition (SVD)

• Continuous bag of words model

• Skip-Gram model

• Glove Representations

Using either Skip-Gram models or Continuous bag of words model there can be
trained word2vec representation. Word2vec is a group of related models that are
used to produce word embeddings. The big advantage of word2vec representation
is latent semantic analysis compared to the earlier word vector representation algo-
rithm.

4.2 Deep Learning for NLP

4.2.1 Recurrent neural network

Recurrent Neural Network (RNN) is a type of Neural Network where the output
from the previous step are fed as input to the current step. The main and most
important feature of RNN is the hidden state, which remembers some information
about a sequence. All recurrent neural networks have the form of a chain of repeat-
ing modules of the neural network. In standard RNNs, this repeating module will
have a very simple structure, such as a single tanh layer, see Fig. 4.1

Long short-term memory

Long Short Term Memory (LSTM) networks are a special kind of RNN capable of
learning long-term dependencies. LSTM has four neural network layer instead of
single like RNN has, it is interacting in a very special way as illustrated in Fig. 4.2
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FIGURE 4.1: The repeating module in a standard RNN contains a sin-
gle layer. Source: Olah, 2015

FIGURE 4.2: The repeating module in an LSTM contains four inter-
acting layers. Source: Olah, 2015

4.2.2 fastText

fastText is a library for the learning of word embeddings and text classification cre-
ated by Facebook’s AI Research. This model can be used as a simple baseline for
sentence classification. The simple illustration of this model is in Fig. 4.3, where the
features presented as embeddings because fatsText uses a neural network or word
embedding.

4.3 Classification

Classification is a machine learning problem of identifying to which a set of cate-
gories belongs. Andrew Ng, in his lectures Ng, 2012 provided several examples of
classification:

• distinguish whether a tumor is malignant or benign by its size,

• identify spam and non-spam emails by the words

Besides, in our work, we consider the text classification problem (positive or
negative).
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FIGURE 4.3: fastText architecture for a sentence with N n-gram fea-
tures. Source: Joulin et al., 2016

4.4 Clustering

Clustering is a basic of unsupervised machine learning. It is the task of grouping a
set of objects in such a way that objects in the same group.

4.4.1 K-means

K-means clustering is a type of unsupervised learning, which is used when you have
unlabeled data (i.e., data without defined categories or groups). (Trevino, 2016). The
main purpose of this algorithm is to find k groups in the data concentrated on their
centroids.
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Chapter 5

Experiments

5.1 Text classification

Inspired by the project (Gupta, 2019) where the author implemented several models
for text classification, we forked it, made some changes to adapt for our task and
trained some models using our available dataset, described in chapter 3. As we have
a dataset which contains positive and negative user review sentences, we trained
several models for review text classification:

• fastText. The model was created by Facebook AI Research (FAIR) lab and the
algorithm is described in paper of Joulin et al., 2016 where authors explore a
simple and efficient baseline for text classification

• Seq2Seq. It turns one sequence into another sequence. The implementation was
explored by Bahdanau, Cho, and Bengio, 2014 and Du and Huang, 2018

• TextCNN. CNN for text classification proposed in New York University by
Kim, 2014

• TextRNN. Bi-directional LSTM network for text classification.

• RCNN. Recurent Convolution Neural Network for text classification proposed
by Lai et al., 2015. Here we also use LSTM while implementing this model.

As a result, we trained these proposed model on existing data parsed from Book-
ing.com for text classification into positive or negative. The accuracy of each model
is presented in Table 5.1. Besides, we measure the accuracy on data parsed from Tri-
pAdvisor, which are not used as training data and it shows us how this model can
work on the data from other cites. All the models were run on a 64GB machine with
2 GeForce RTX 2080Ti GPU. Runtime in the table below includes only the time for
training the model.

Model Accuracy (Booking.com) Accuracy (TripAdvisor) Runtime
fastText 89% 71% 10 min
Seq2Seq 92% 77% 17 min

TextCNN 86% 47% 8 min
TextRNN 92% 58% 9 min

RCNN 90% 85% 38 min

TABLE 5.1: Text classification model performance on existing.

As we can see from the Table 5.2 above, RCNN models give us the best accuracy
on available dataset.
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In a general case, when we don’t have separate positive or negative text, we want
to analyze which sentence is positive and which is negative of this text. As we have
already had dataset for text classification, we tokenized these texts into sentences
and got dataset for sentence classification. Using the same approaches as for text
classification, we trained the same model and got some results which are presented
in Table 5.1.

Model Accuracy F1 − score Runtime
fastText 82% 82% 6 min
Seq2Seq 79% 79% 14 min

TextCNN 82% 82% 7 min
TextRNN 86% 86% 20 min

RCNN 86% 86% 31 min

TABLE 5.2: Sentence classification model performance on existing
Booking.com dataset)

5.2 Analyze important phrases

In this section, we present several results for creating a dictionary of important pos-
itive and negative phrases. Here we determine important positive and negative
words and phrases based on existing ready Booking.com corpus as it has a strict
separation into positive and negative text for each review.

5.2.1 TF-IDF

TF-IDF is a natural language processing technique useful for the extraction of im-
portant keywords within a set of documents or chapters. For this reason, we fitted
TF-IDF vectorizer based on existing positive and negative corpus. As a result we
got vocabulary for positive and negative unigram, bigram and trigram and using
TF-IDF we can estimate how importnat the specified n-grams are in the existing cor-
pus. As an example, in Fig. 5.1 we would like present how TF-IDF acquire the most
important n-grams for negative review.

FIGURE 5.1: Example of TF-IDF usage for acquiring important phrase

5.2.2 Pointwise Mutual Information

The dictionaries created by pointwise mutual information (PMI) method presented in
Fig. 5.2 for positive and negative phrases respectively.

In contrast to mutual information (MI) which builds upon PMI, it refers to single
events, whereas MI refers to the average of all possible events. By reading the n-
gram tokens with high PMI scores for the target variable, we can get a sense of how



5.2. Analyze important phrases 17

(A) positive

(B) negative

FIGURE 5.2: Top 5 PMI n-grams

much the reviewer did or didn’t like the hotels. So, in further approaches, we will
use the dictionaries created by PMI. Analogically to the TF-IDF (subsection 5.2.1), in
Fig. 5.3 we present how we can extract important n-grams from positive review text
using the PMI method with the specified threshold for the score.

FIGURE 5.3: Example of PMI usage for acquiring important phrases

By the way, similar dictionaries were created using word frequency. In particular,
we have already illustrated the result based on word frequency in Fig. 3.5 and 3.6 in
the chapter 3.) and mutual information methods. However, word frequency is not a
good indicator for sentiment analysis, so we focus on the PMI method.

5.2.3 Create dataset

In this section, we describe how we created the dataset which can be used for train-
ing a model to determine the most important phrase in the sentence. As we have
already had the dictionaries with most important positive and negative n-grams, we
can determine which n-grams in the sentence are the most important, in the case
when we know whether the sentence is positive or negative.
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In the section 3.4 we describe how we got the data for sentence classification.
Currently, we have 520710 annotated sentences from positive and negative user re-
views. To build the label (n-grams) for each sentence we need to do the following:

• Acquire all potential n-grams from sentence

• As we know whether sentence positive or negative, use an appropriate n-gram
dictionary and determine which n-gram has the highest score.

• In case there is no n-gram in dictionary, skip this sentence, otherwise use n-
gram with the highest score as a label.

Using this approach for each sentence we got 258190, 164660, and 58830 anno-
tated positive sentences with unigrams, bigrams, trigrams labels respectively. Also,
we got 240209, 75870 and 13686 annotated negative sentences with unigrams, bi-
grams, trigrams labels respectively. The example of created dataset for determining
important n-gram are illustrated on the Fig. 5.4

(A) positive

(B) negative

FIGURE 5.4: Example of sentence to important n-gram dataset

5.3 Clustering n-grams

In case when we have several n-grams, some of them are similar or have the same
sense. For instance, we want to summarize shortly the information about this hotel,
so we need to cluster gotten n-grams and show the most valuable. For this purpose,
we use the K-means algorithm, described in subsection 4.4.1, with flexible number
of clusters, after that we select k n-gram which are the closest to their centroid. As
an example of clustering n-grams, see Fig. 5.5
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bellow we ca

FIGURE 5.5: Example of clustering n-grams

5.4 Instrument pipeline

In this section we show how the full pipeline works to determine important prop-
erties of one or several user reviews. Here we consider the reviews about BLUM
HOTEL1 in Lviv at both resources (Booking.com and TripAdvisor).

5.4.1 Analyze one review

In general, to analyze one single review about hotel we need to do the following
main steps:

1. Translate the review text into Ukrainian if original is not

2. Tokenize text into sentences

3. Detect via a trained model which sentence is positive or negative (in case of
Booking.com, this step can be skipped)

4. Acquire all possible positive and negative n-grams from split positive and neg-
ative sentences respectively

5. Select the most important recently acquired n-grams using a built dictionary,
described in 5.2.2 and specified threshold score or via the TF-DF method, de-
scribed in 5.2.1.

Example for TripAdvisor

Let’s consider one example review from TripAdvisor, see Fig. 5.6.
As a result of the presented review in Fig. 5.6, we acquire the next positive and

negative n-grams.

Example for Booking

It is easier to analyze review from Booking.com than analyzing TripAdvisor, because
there is a strict separation into positive and negative text. In this case we skip run-
ning detection to know whether the sentence is positive or negative. We acquire
important positive and negative n-grams from positive and negative texts respec-
tively.

In Fig. 5.8 above we can see the example of one review from Booking.com and
in Fig 5.9 bellow we have the generated summary about this review. As we can
see from the Fig. 5.9, sometimes we cannot extract important negative phrases, it
means that n-grams in the negative text on Fig. 5.8 do not have valuable score in
built dictionary.

1https://blum-hotel-lviv.hotelmix.com.ua

https://blum-hotel-lviv.hotelmix.com.ua
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FIGURE 5.6: Example of user review in TripAdvisor

FIGURE 5.7: Example of summarizing TripAdvisor review provided
on Fig. 5.6

FIGURE 5.8: Example of user review in Booking.com
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FIGURE 5.9: Example of summarizing Booking.com review provided
on Fig. 5.8

5.4.2 Analyze several reviews

Here we give a summary example about the Blum hotel according to analyzed re-
views from Booking.com and TripAdvisor.

Example for Booking

In existing Booking.com dataset, we have 379 reviews about BLUM HOTEL. We an-
alyze each review as we described in previous subsection 5.4.1, then we get approx-
imately 2-3 positive and negative bigrams for each review, after that we run K-mean
clustering to get top 5 most important bigrams. As a result, we get a summary illus-
trated in Fig. 5.10 bellow.

FIGURE 5.10: Summary about BLUE HOTEL generated by reviews
from Booking.com

Example for TripAdvisor

Here, we have significantly fewer reviews about BLUM HOTEL, it has only 19 re-
views. However, it gives us a possibility to generate a similar summary presented
in Fig. 5.11.

FIGURE 5.11: Summary about BLUE HOTEL generated by reviews
from TripAdvisor

As we can see from Fig. 5.11 TripAdvisor analyzer contains less information than
we have from Fig. 5.10. Besides, for the summary from TripAdvisor we can notice
that there is negative unigram instead of bigrams, it can be explained that there is no
valuable negative bigrams based on these reviews. Furthermore, some information
from both Booking.com and TripAdvisor are intersected.
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Chapter 6

Conclusions

6.1 Contributions

In this work, we consider the task of important properties of Ukrainian-language
user reviews. Quite a lot of work has been done in this domain, but it is the first
such kind of investigation for the Ukrainian language. To conclude, we made the
following contributions:

1. For the first time for Ukrainian language, a deep-learning ready corpus of re-
views about hotels in Ukrainian was created. In total, approximately 164 000
reviews from Booking.com and TripAdvisor were parsed, with 28 000 of them
being original Ukrainian-language reviews and 136 000 Russian-language re-
views translated into Ukrainian via Google Translate API. This corpus enables
deep learning models to be used for solving sentiment analysis problems for
this and related domain industries. In this work we considered hotels in pop-
ular cities around Ukraine.

2. Dictionaries for positive and negative n-grams (unigrams, bigrams, and tri-
grams) were cteated with their scores calculated by the PMI method which
allows us to define the most influential phrase in the sentence. Furthermore,
using these dictionaries, we generated a dataset for extracting the most im-
portant n-gram in positive and negative sentences. This dataset can be used
for training advanced models, which can determine important phrases in the
sentence.

3. For the first time for Ukrainian language, an instrument for determining im-
portant properties in Ukrainian-language user reviews has been created. It
allows extracting the most positive or negative topics or phrases about hotels.
Several models were trained for text and sentence classification into positive
and negative, the results are discussed in section 5.1. The best accuracy was
achieved by the Recurrent Convolution Neural Network model, inspired by
paper Lai et al., 2015 (85% for text classification and 86% for sentence classifi-
cation). Overall, it allows generating a summary (including positive and nega-
tive topics) about a specific hotel based on its reviews. This instrument can be
adapted for other domains like reviews about the restaurants, car rentals, etc.

To sum up, all of the above experiments are presented and available for public
access at GitHub1 repository including additional sub-module2.

1https://github.com/DmytroBabenko/Detect-emotion-sentimental
2https://github.com/DmytroBabenko/Text-Classification-Models-Pytorch

https://github.com/DmytroBabenko/Detect-emotion-sentimental
https://github.com/DmytroBabenko/Text-Classification-Models-Pytorch
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6.2 Future work

We have several ideas for how to improve existing instrument in the future and what
could be next directions for this work:

1. Currently, we work only with data from Booking.com and TripAdvisor. There
a lot of reviews about the hotel in google.com reviews for Ukrainian-language. It
is harder to parse such kinds of reviews but it would help to make the existing
instrument more flexible and stable.

2. In this work, we focus only on n-grams as important properties of reviews. We
do not consider dependency connection in a sentence (e.g specific adjective
relatives noun ) and we do not classify part of languages in the review text.
It could be useful to acquire the most valuable adjectives which illustrate the
tonal impression of users. Also, we could analyze which nouns are the most
important and which tonality (positive or negative) they have.

3. Sometimes, some services like Booking.com ask user to leave their rate about
specific individual topic like food, location, staff or something like that. Usually,
these topics are strictly pre-defined and the user cannot leave the rate about
any topic which is not on the list. In this case, the user can write an impression
in the text. Using sentiment analysis approaches, it would be helpful to acquire
automatically which topic is important for the user (as an example user cannot
set rate about shower but the proposed model can estimate this rate based on
the analysis of several reviews about shower).

4. Here, we analyze only reviews of the hotel, in the future direction we would
like to parse more reviews about restaurants or other services and transfer ex-
isting models on new data. In general, the existing instrument can be adapted
to other domains.
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