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Abstract

Nowadays, thousands of sporting events take place every day. Most of the sports
news (results of sports competitions) is written by hand, despite their pattern struc-
ture. In this work, we want to check possible or not to generate news based on the
broadcast - a set of comments that describe the game in real-time. This problem
solves for the Russian language and considered as a summarization problem, using
extractive and abstract approaches. Among extractive models, we do not get sig-
nificant results. However, we build an Oracle model that showed the best possible
result equal to 0.21 F1 for ROUGE-1. For the abstraction approach, we get 0.26 F1
for the ROUGE-1 score using the NMT framework, the Bidirectional Encoder Rep-
resentations from Transformers (BERT), as an encoder and text augmentation based
on a thesaurus. Other types of encoders do not show significant improvements.
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Chapter 1

Introduction

1.1 Motivation

Nowadays, sports content is viral. Some events are trendy, watched by billions of
people (Wikipedia contributors, 2019). Every day, thousands of events take place in
the world that interest millions of people. The audience of online sports resources is
quite broad (eBizMBA Inc, 2019),(SimilarWeb LTD, 2019). Even if a person watched
a match, he is interested in reading the news, as there is more information in the
news. Therefore, there is a great need for human resources to write this news or
several for each sporting event.
Media companies have become interested in cutting costs and increasing the quality
of news (Graefe, Digital Journalism, and GitBook, 2016). Some well-known publica-
tions such as the Associated Press, Forbes, The New York Times, Los Angeles Times
make automatic (or "man-machine marriage" form) generating news in simple top-
ics (routine news stories) and will also introduce research to improve the quality of
such news (Graefe, Digital Journalism, and GitBook, 2016). Benefits of generating
sports news:

1. The algorithm will write news faster and make the minimum number of errors.

2. The algorithm will be able to generate the same news from a different point of
view, in several languages and personalizing them to an individual reader’s
preferences.

As we see, the above needs provide the primary motivation for our work We decided
to learn how to generate news, entirely automatically, without highlighting the fit
about the match, based only on textual comments of the match. Text comments
are expressions, sentences that describe a game at a particular point in time. We
also decided to check what results we will get using some SOTA approaches for
summarization tasks (Liu and Lapata, 2019), (Klein et al., 2017a) not on CNN / Daily
Mail dataset (Hermann et al., 2015a), but applied to industrial datasets (Gavrilov,
Kalaidin, and Malykh, 2019) and sport.ru dataset.
In this work, we decided to generate the news and not just the short result of the
match. In addition to the fact that the news can describe the score of the match, can
also extend it with the details of the game ("Chelsea goalkeeper Petr Cech suffered
an ankle injury in the match of the 20th..."), an interview after the event ("The coach
shared his impressions of the game.."), the overall picture or situation ("Dynamo
with 14 points takes sixth place in the ranks...")
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1.2 Goals of the master thesis

1. Reviewing previous work on text generation using extractive and abstractive
approaches.

2. Apply unsupervised techniques to calculate extractive summarization and or-
acle extractive model. Later apply two neural seq2seq approaches.

3. Compare the results of the study, explain why different approaches give such
results. Tell about the limitations in the current task and further actions.

1.3 Thesis structure

This work is structured as follows: in chapter 2, we have an overview of related
works. In chapter 4, we give a theoretical basis for the extractive and abstractive
summarization approaches, the base of seq2seq models, NMT architecture, and BERT
model. Chapter 5 introduces our methods and models. In Chapter 3, we describe
the dataset used in current work. Also, we describe the preprocessing stage there. In
Chapter 6, we present and discuss our results for each approach. Finally, in chapter
7, we will get a conclusion and set the points for further research.
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Chapter 2

Related work

In current work, we try to generate news based on the comments that describe sport-
ing games. This task belongs to problems called summarization task: generating a
short conclusion from the text. At the moment, there are two approaches to solving
such problems. First of it called extractive summarization, the idea of which is to
choose sentences from the input text that describe the main ideas of the document
as much as possible. Another one is abstractive summarization, which is to generate
a text that describes the main ideas, smaller in size, and not like the input document:
it can have a different style and use other words. In this chapter, we describe existing
methods and studies for summarizing texts. At the end of the chapter, we will talk
about works based on news generation, which summarize or describe sports events
and their results.

2.1 Extractive and abstarctive approaches for summarization

The first studies in text summarization appeared back in the 1950s (A.I. Mikhailov,
1965); however, due to the limited computing resources, it was not possible to achieve
good results. A new round of development began in the early 2000s, during this
period we want to mention a paper (Jin and Hauptmann, 2001), in which the au-
thors used TF-IDF algorithms for weighting and k-means to solve the title genera-
tion problem (a particular case of summarization problem). Since, at that time, there
was no large corpus of data, most of the algorithms were extractive and used the
unsupervised learning approaches. Here we want to note the TextRank algorithm
proposed by Mihalcea and Tarau in 2004 (Mihalcea and Tarau, 2004), which showed
good results; we used it in current work.
Further, the emergence of large data corpora, for example, for the Document Under-
standing Conference competition (Nenkova, 2005; Dang, 2006), allowed to develop-
ment of extractive summarization algorithms with a teacher. We mention here the
work (Wong, Wu, and Li, 2008), in which Wong and others use the support vector
method to classify sentences suitable for summers. The further creation of large text
corpora gave power to the development of abstractive approaches. For example, a
corpus developed (Nallapati et al., 2016), which includes 700 thousand news doc-
uments in English containing brief abstracts for each paragraph. We want to note
that on the one hand, this simplifies the task of summarizing the text, reducing it
to summarizing a paragraph of text, but on the other hand, this approach seems to
be inapplicable in practice - the summary of each paragraph, especially for a news
document, may contain information that does not directly relate to the main topic of
this news document.
(Rush, Chopra, and Weston, 2015) proposed an algorithm based on local attention
and used the encoder-decoder approach. We also want to note that for this approach,
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it is not necessary to use a text corpus in which should be an explicit indication of a
part of the text (for example, a paragraph) and its summary. Later (Nallapati, Zhai,
and Zhou, 2016), based on previous work, use a different type of recurrence network
and obtained the state-of-the-art results. Nallapati and other authors used copying
words from the input sequence to the output, thereby solving the problem with rare
words. Since we have a long incoming sequence (chapter 3 describes our datasets),
we want to mention another work that is based on the previous model. In this paper,
Cohan and the authors proposed a summarization model for very long documents,
like, science papers. They use the hierarchical encoder mechanism that models the
discourse structure of a document (Cohan et al., 2018). (Cibils et al., 2018) suggested
using a specialized beam search to improve the quality of the abstractive generated.
Tan and co-authors suggested that a large number of errors in the automatic abstrac-
tive come from the fact that the referencing system incorrectly selects the central
object in the original text. They implemented a mechanism for replacing the named
entities generated by the model with the same entities from the source text, which
allowed to increase the factual accuracy of the abstracts generated (Tan, Wan, and
Xiao, 2017a).
Further, we would like to mention some works that use reinforcement training to
solve abstractive summarization problems. Paulus, the co-author of the first work,
proposed to solve the problem in two stages: In the first, the model is trained with
a teacher, and in the second, its quality is improved through reinforced learning
(Paulus, Xiong, and Socher, 2017). Celikyilmaz and co-authors presented a model of
co-education without a teacher for two peer agents (Celikyilmaz et al., 2018).
For the Russian language, there are not many works on abstractive abstraction,
which mainly appeared in the last year. First of all, this is the work of Gavrilov,
Kalaidin, and Malykh (Gavrilov, Kalaidin, and Malykh, 2019), which presented a
corpus of news documents, suitable for the task of generating headings in Russian.
Also, in this work, was presented the Universal Transformer model as applied to
the task of generating headers; this model showed the best result for Russian and
English. Some other works ( Sokolov, 2019; Gusev, 2019; Stepanov, 2019) was based
on presented a corpus of news, which use various modifications of models based on
the encoder-decoder principle.

2.2 Generating news and sport summaries

Next, we will consider works that are directly related to news generation as a sum-
mary of the text. Here we want to highlight a study by the news agency Associated
Press (Graefe, Digital Journalism, and GitBook, 2016). Andreas Graefe, in this study,
talks in detail about the problems, prospects, limitations, and the current state in the
direction of automatic generating news. In the direction of generating the results of
sports events, there is little research; here, we want to highlight two. The first is a
relatively old study based on the content selection approach performed on a task-
independent ontology (Bouayad-Agha, Casamayor, and Wanner, 2011; Bouayad-
Agha et al., 2012; Ayala, 2019). The second that we have inspired is the graduation
work of NLP Stanford 2019 student Miguel Ayala. (Ayala, 2019) used the NMT ap-
proach (Bahdanau, Cho, and Bengio, 2014) to generate a summary from the vector
description (Secareanu, 2017).

At the end of the chapter, we would like to make a brief conclusion of the above.
First of all, we want to note that most of the work is done for the English and Chinese
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text corps. These languages practically and lack a morphological change in words
entirely, and also the order of words in a sentence is fixed. Thus, it is not possible to
directly verify the applicability of existing summarization methods. The next, there
is no single complete corpus for summarization, such as DM/NYT/XSum in the
Russian language. The last is that there is no data corpus directly marked out for the
current task: a corpus that contains a description of sports games and the resulting
news.
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Chapter 3

Dataset description

For the experiments, we used non-public data provided by sport.ru - one of the
directions of which is a text broadcast of sporting events. The data provided in
the form of two text entities, these are the comments from the commentator who
describes the event and the news. In the provided set, there are 8781 sporting events,
and each event contained several comments and news; the news was published both
before and after the sporting event. A description of each entity, examples, statistical
characteristic and a preprocessing process are described below.

3.1 Broadcast

The provided data consists of a set of comments for each sporting event. Table 3.1
shows examples of comments, and figure 3.1 displays the distribution number of
comments for each sports events. Comments contain various types of information:

• Greetings. Ex: "Dobry� den~"("Hello"), "horoxego dn�, l�bitel�m fut-
bola"("have a nice day football funs");

• General information about the competition/tournament/series of games. Ex:
"podnimat~s� v seredinu tablicy"("rise to the middle of the table"), "p�ty�
raz v istorii sygraet v gruppovom turnire"("the fifth time in history will
play in the group tournament");

• Information about what is happening in the game/competition. Ex: "pro-
bil v bli�ni� ugol"("struck into the near corner"), "udar golovo� vyxe
vorot"("hit (ball) head above the gate");

• Results/historical facts/plans/wishes for the players. Ex: "0:3 posle soroka
minut"("(score in the game) 0:3 after forty minutes"), "ne zabivali golov v
�tom sezone"("didn’t score a goal this season(players)");

Also, each comment contains additional meta-information:

• match_id - match identifier;

• team1, team2 - the name of the competing teams (Real Madrid, Dynamo, Mon-
tenegro);

• name - the name of the league (Stanley Cup, Wimbledon. Men. Wimbledon,
England, June);

• match_time - UNIX match time;

• type - an event types (nan, "yellowcard", "ball",);
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Dobry� den~! Nax sa�t pozdravl�et vseh, kto proxedxe� zimo� s
neterpeniem sqital dni do starta rossi�sko� prem~er-ligi. Naxa
perva� tekstova� transl�ci� qempionata 2009 pomo�et Vam prosledit~
za sobyti�mi, kotory� proizo�dut na stadione ”Lokomotiv”, gde
odnoimenna� komanda prinimaet goste� iz ”Himok”.

Good day! Our site congratulates everyone who counted the days before the
start of the Russian Premier League. Our first text broadcast will help you follow
the events that will take place at the Lokomotiv Stadium, where the team of the
same name hosts guests from "Khimki".
Budem nade�t~s�, qto priznakov preslovutogo ”vesennego” futbola
na ”Lokomotive” segodn� budet men~xe, ne�eli na drugih arenah
strany. Pogoda v Moskve solneqna�, poqti teplo, da i stadion prin�to
nazyvat~ luqxim v strane, a �to znaqit, qto gazon dol�en byt~ v por�dke.

Let’s hope that there will be fewer signs of the notorious “spring” football
on Lokomotiv today than on other areas in the country. The weather in Moscow
is sunny, almost warm, and the stadium is usually called the best in the country,
which means that the lawn should be in order.
Qto �, segodn�xnih sopernikov mo�no nazvat~ odnimi iz samyh za-
gadoqnyh komand sezona. No zagadoqnost~ pro�vl�et� v nih soverxenno
po-raznomu. Esli bolel~wiki hoz�ev ver�t, qto krizisnye vremena uxli
v proxloe, i komanda v �tom godu nakonec-to otva�ic� na qempionski�
vystrel, to himkinskie poklonniki poka nahod�c� v polnom nevedenii.

Well, today’s competitors can be called one of the most mysterious teams of
the season. But the mystery manifests itself in them in entirely different ways. If
the fans of the hosts believe that crisis times are a thing of the past, and this year
the team will finally dare to take the championship shot, then "Khimki" fans are
still entirely in the dark.

TABLE 3.1: Examples of comments for a same sport game.

• minute - the minute in the sport game when the event occurred;

• content - a text message of the event;

• message_time - comment time;

We sorted by time and merged all the comments for one game into one large text
and called ita broadcast. Before mearging we cleaned out unnecessary characters
("\n", "\t", "&...", html tags). There are 722067 comments in the dataset, of which we
received 8781 broadcasts. In the current study, we used only text information from
the commentary (field content). The figure 3.2 shows distribution of the number of
words in each broadcast.

3.2 News

News is a text message that briefly describes the events and results of a sports game.
Unlike a brief summary, news can be published before and after the match. The
news that took part in the experiments contains the following information:
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FIGURE 3.1: Number of comments per each sport game.

FIGURE 3.2: Number of tokens (splited by space) per one broadcast.

• Comments and interviews of a player or coach. Ex: "reb�ta otneslis~ k
matqu oqen~ ser~ezno. � dovolen"("The guys took the match very seriously.
I am satisfied."), "my proigrali potomu, qto..."("we lost because...");

• Events occurring during the game. Ex: "bokovo� arbitr udalil poluza-
witnika"("side referee removes midfielder I am satisfied."), "poluzawitnik
«Arsenala» Santi Kasorla zabil tri m�qa"(""Arsenal" midfielder Santi
Cazorla scores three goals");

• General information about the competition/tournament/series of games. Ex:
"sbornye slovakii i paragva� vyxli v 1/8 finala"("national teams
of Slovakia and Paraguay reached the 1/8 finals"), "vypolnit~ zadaqu na
turnir vy�ti v qetvert~ final"("They must complete the mission of the
tournament to reach the quarter-finals.");

• Game results. Ex: "takim obrazom, sqet stal 1:1"("thus the score was 1: 1"),
"sqet v serii: 0-1"("the score in the series: 0-1");
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Each news contained additional meta informa-tion:

• name - title of news;

• ctime - time of news;

• body - text of news;

• match_id - sport game identificator;

Madridski� Real vyigral v 22-m ture qempionata Ispanii u Real Sos~edada
(4:1) i dovel svo� pobednu� seri� v domaxnih igrah v �tom sezone do 11
matqe�.Podopeqnye �oze Mourin~� v nynexnem qempionate ewe ne poter�li
ni odnogo oqka na Sant~�go Bernabeu.Vsego pobedna� seri� Reala v rodnyh
stenah v Primere nasqityvaet u�e 14 vstreq. Sootnoxenie m�qe� 45:9 v
pol~zu korolevskogo kluba.

Real Madrid won in the 22nd round of the championship of Spain against Real So-
ciedad (4:1) and lead his winning streak in home games this season to 11 matches. José
Mourinho’s pupils in the current championship have not lost a single point in Santiago
Bernabeu. The winning series of Real in the home walls in Example has already 14
meetings. Goal ratio 45: 9 in favor of the royal club.
Poluzawitnik piterskogo Zenita Anatoli� Timowuk i zawitnik moskovskogo
Dinamo Denis Kolodin v matqe 10-go tura qempionata Rossii me�du �timi
komandami poluqili po qetverto� �elto� kartoqke v �tom sezone.Takim obra-
zom, Timowuk propustit sledu�wi� domaxni� matq Zenita s krasnodarsko�
Kuban~�, a Kolodin ne primet uqasti� v vyezdno� igre dinamovcev s Tom~�.

Midfielder of St. Petersburg Zenith Anatoly Timoshuk and defender of Moscow
Dynamo Denis Kolodin in the match of the 10th round of the championship of Russia
between these teams received a fourth yellow card this season. away game of Dynamo
with "Tomyu".
Poluzawitnik Liverpul� Stiven D�errard, udalenny� v matqe 3-go raunda
Kubka Anglii s M� (0:1), poluqil 6-� krasnu� kartoqku za vrem� vystu-
pleni� v sostave krasnyh.Predyduwie p�t~ udaleni� kapitana Liverpul�
prixlis~ na matqi prem~er-ligi.Do segodn�xnego matqa s M� D�errard ne
poluqal krasnyh kartoqek poqti p�t~ let.

Liverpool midfielder Stephen Gerrard, removed in the FA Cup 3rd round match
with Manchester United (0: 1), received the 6th red card during his appearances in
the reds. The previous five removals of the captain of Liverpool have been in the
Premier League matches. Before today’s match, Gerrard has not received red cards with
Manchester United for almost five years.

TABLE 3.2: Examples of news for sport games

The data source consists of 92997 news. We selected the news with a minimum
length that was written after the match (we compared the time of the last comment
from broadcast and the publish time of news). Table 3.2 shows examples of news,
and figure 3.3 displays the distribution number of news per one sports game. We
demonstrate the distribution of the number of words in one news in Figure 3.4.



10 Chapter 3. Dataset description

FIGURE 3.3: Number of news per one sport games. News splited for
two group: before and after news.

3.3 Additional information about dataset

In our experiments described in chapter 6, we used only news written after a sport-
ing event. We observed that although the news was published after the end of the
sports event, their context was similar to the news before the match. We assume that
this is an error in collecting the data. We show examples of such news in table 3.3.

We would like to emphasize that some comments and news contain advertising
or general information. Table 3.4 displays examples of advertising comments. In
section 6.5.6 we discuss this property of comments, how we got rid of it and what
results we got.

sports.ru provel onla�n-transl�ci� matqa.

sports.ru organized an online broadcast of the match
Tablica qempionata Ukrainy
Statistika qempionata Ukrainy.

Ukrainian Championship Table Ukrainian Championship Statistics
Video prilo�enie sports.ru dl� iphone i dl� android...

Sports.ru video application for iphone and android...

TABLE 3.4: Examples of service/advertising information inside
broadcasts and news.
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FIGURE 3.4: Number of tokens (splited by space) per one sport game.
We cut news with more than 1000 tokens.

V ramkah 32-go tura angli�sko� prem~er-ligi «Vest Bromviq» primet
«Arsenal». Predlagaem vaxemu vnima� startovye sostavy komand..

As part of the 32nd round of the English Premier League, West Bromwich
will host Arsenal. We offer you the starting list of players...
Segodn� zaplanirovano provedenie qetyreh matqa 1/4 finala kubka
Ukrainy. «Xahter» odolel «Karpaty» (2:1), Odesski� «qernomorec» v
gost�h pereigral «Arsenal» (2:1). «Volyn~» obygrana «Dneprom» (0:2).
«Sevastopol~» spravils� s «Tavrie�» (1:1, po penal~ti – 4:1). Kubok
Ukrainy1/4 finala.

Today it is planned to hold four matches of the quarter-finals of the Ukrainian Cup.
"Shakhtar" defeated "Karpaty" (2:1), Odessa‘s "Chernomorets" outplayed "Arsenal"
(2:1). "Volyn" beaten by the "Dnipro" (0:2). "Sevastopol" coped with "Tavria" (1:1,
on a penalty - 4:1). The cup of Ukraine 1/4 finals.
Stali izvestny vse pary komand, kotorym predstoit sygrat~ v pervom
raunde ple�-off. VOSTOK Re�nd�ers (1) Ottava (8) Boston (2) Vax-
ington (7) Florida (3) N~�-D�ersi (6) Pitcburg (4) Filadel~fi� (5)
Zapad Vankuver (1)

All the pairs of teams that will play in the first round of the playoffs became
known. "EAST Rangers" (1), "Ottawa" (8), "Boston" (2), "Washington" (7), "Florida"
(3), "New Jersey" (6), "Pittsburgh" (4), "Philadelphia" (5), "West Vancouver" (1)

TABLE 3.3: Examples of after sport game news, with before sport
game or general contexts
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Chapter 4

Background and theory
information

In this chapter, we briefly describe the underlying technologies, approaches, algo-
rithms that we will use for generation news from broadcasts. Models, based on
these approaches were described in chapter 5, experiments and results in chapter 6.

4.1 Metrics

4.1.1 ROUGE

In our research, we used the ROUGE metric, which compares the quality of the
human and automatic summary (Lin, 2004). We have chosen this metric because
it shows good statistical results compared to human judgment on the DUC datasets
(Paul Over, 2001; Paul Over, 2002; Paul Over, 2003). Also, part of the previous works
we were inspired used this metric (Tan, Wan, and Xiao, 2017b; Tan, Wan, and Xiao,
2017a; Cohan et al., 2018; Nallapati, Zhai, and Zhou, 2016; Gavrilov, Kalaidin, and
Malykh, 2019). In ROUGE, a reference summary is a summary written by people,
while the hypothesis (candidates) summary is an automatic summary. When calcu-
lating ROUGE, we can use several references summary; this feature makes more ver-
satile comparisons (than comparing with only one reference summary). This metric
bases on algorithms that use n-gram overlapping: the ratio of the number of overlap
n-gram (between reference and candidate) to the total number of the n-gram in the
reference. ROUGE is a toolkit of metrics, and we used ROUGE-N and ROUGE-L in
the current research. We will introduce these metrics in more detail below.

ROUGE-N =
∑S∈{ReferemceSummaries} ∑gramn∈S Countmatch (gramn)

∑S∈{ReferemceSummaries} ∑gramn∈S Count (gramn)
(4.1)

Where n stands for the length of the n-gram, gramn, and Countmatch(gramn) is the
maximum number of n-grams co-occurring in a candidate summary and a set of
reference summaries (Lin, 2004). We used a particular case of ROUGE-N: ROUGE-1,
and ROUGE-2.

ROUGE-L:

Rlcs =
LCS(X, Y)

m

Plcs =
LCS(X, Y)

n

Flcs =

(
1 + β2) RlcsPlcs

Rlcs + β2Plcs

(4.2)

Where LCS(X, Y) is the length of a longest common subsequence of X and Y and
β = Plcs

Rlcs
(Lin, 2004)
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ROUGE metric has several limitations:

• This metric is based on the overlapping of general content, so it does not take
into account grammaticality and fluents;

• An abstractive summary can be expressed in other words, sentences, and gen-
eral material while keeping the main ideas as in a reference summary. In this
case, the ROUGE metric will not be able to detect it and will show a low sum-
marization result;

4.1.2 Cross-entropy

The basic concept in Cross entropy is Shannon information (Shannon, 1948), which
measures the number of bits by which a message can be encoded. Shannon’s infor-
mation measures the amount of surprise information in a message: if the message
is rare, then it has more surprises than the message often. A quantitative value of
the amount of information requires the use of probabilities; therefore, the relation of
information theory to probability.

I = −log2(P(x)) (4.3)

The information measure can be called a bit (log with a base of 2) or “nuts" (log with
a base of e or natural logarithm).
Entropy (Shannon entropy) (MacKay, 2003) - this metric measures the average size
of a message/event getting from a random variable. It answers the question: how
many bits do we need (in the case of log2) to minimize the encoding of messages
from the distribution of X. If the distribution of the random variable X is skewed,
then it will have a low entropy, while in a balanced distribution the entropy will be
high (as in this distribution of surprise more).

H(X) = E[I(x)] = −E[log P(x)] (4.4)

Cross entropy is a metric that measures the difference between two distributions
of random variables. It acts as a loss function in classification models like logistic
regression and neural networks.

H(P, Q) = −
N

∑
i=1

P (xi) log Q (xi) (4.5)

In classification problems, we encode each class as a vector (one-hot encoding). This
vector P:

• Has a size equal to the number of classes;

• Codes in each position a class;

• Contains zeros in all positions and one in a position with a class;

This vector has an entropy of zero. Next, we compare two vectors: P and Q (the one
that generated the model) using the cross-entropy function. The closer the metric
tends to zero, the more our classes are similar. Thus, the goal is to minimize cross-
entropy.
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4.2 Extractive approach

The extractive approach is one of the techniques for solving summarization tasks. It
selects words and sentences from the source text that best describe the entire docu-
ment or several documents; The algorithm combines the selected entities to create
the resulting summary.
Most texts contain the main idea in the first sentence, called the topic sentence. The
topic sentence contains essential information from a document (so-called 5W1H in-
formation, where 5W1H stands for who, what, where, when, why, how)(Gavrilov,
Kalaidin, and Malykh, 2019). Models developed on this assumption show good re-
sults Gavrilov, Kalaidin, and Malykh, 2019. However, Tan, Wan, and Xiao, 2017c
affirms that the main idea of text distributes across different sentences of the entire
document.
In this work, we used graph-based algorithms for extractive summarization: Tex-
tRank (Mihalcea and Tarau, 2004) and LexRank (Erkan and Radev, 2011) bases on
the PageRank algorithm (Page et al., 1999).

4.2.1 PageRank

PageRank (Page et al., 1999) is an algorithm developed by Google 1 and used to
ranking search results. The idea of the algorithm is that for a specific page, the
algorithm calculates the PageRank value based on pages that link to the current one.
PageRank is a graph algorithm: nodes are web pages, edges are links between them;
each edge has a weight that takes into account the number of links on the page and
the weight of all incoming links.

PR(u) = ∑
v∈Bu

PR(v)
L(v)

(4.6)

where PR(u) - value of PageRank of page u, Bu - all the pages that link to page u,
PR(v) - value of PageRank of page v and L(v) - the total number of links from page
v.

4.2.2 TextRank

TextRank - is a graph-based ranking model for text processing, developed by Rada
Mihalcea and Paul Tarau (Mihalcea and Tarau, 2004). In automatic summarization
problems, TextRank applies as an algorithm that extracts more "representative" sen-
tences for the given text. This algorithm is similar to PageRank and has the following
differences:

• Instead of web pages, it uses sentences or phrases inside the document;

• It uses an only undirected graph;

• Instead of probabilistic similarity, it uses metrics: BM25, TF-IDF;

BM25 is a bag-of-words retrieval algorithm, proposed (Robertson and Zaragoza,
2009), that ranks a set of documents based on the query terms appearing in each
document, regardless of their proximity within the document.

1https://about.google/

https://about.google/
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Given a query Q, containing keywords q1, ..., qn, the BM25 score of a document D is:

score(D, Q) =
n

∑
i=1

IDF (qi) ·
f (qi, D) · (k1 + 1)

f (qi, D) + k1 ·
(

1− b + b · |D|avgdl

) (4.7)

where f (qi, D) is term frequency for qi in the document D, |D| is the number of
words in the document D, and avgdl is the average document length in the entire
text collection. IDF(qi) is the inverse document frequency weight of the query term
qI , computed as:

IDF (qi) = log
N − n (qi) + 0.5

n (qi) + 0.5
(4.8)

where N is the total number of documents, and n(qi) is the number of documents
containing qi.

FIGURE 4.1: Stages of TextRank algorithm.

The figure 4.1 shows all the stages of the algorithm. The resulting summary is
obtained through a combination of top-ranking sentences or length cutoff to limit
the size of the summary. Measurement for the similarity between sentences:

Similarity
(
Si, Sj

)
=

∣∣{wk|wk ∈ Si&wk ∈ Sj
}∣∣

log (|Si|) + log
(∣∣Sj

∣∣) (4.9)

4.2.3 LexRank

Lexrank (Erkan and Radev, 2011) is another graph-based algorithm applied to text
summarization problems. This algorithm also selects the most important sentences
like the previous one, but has some differences from TextRank:

• uses cosine TF-IDF as a measurement for the similarity between sentences;

• Uses unweighted edges applying after the threshold, unlike TextRank (uses
similar scores as weights);

• Can create a summary from several documents (TextRank from only one doc-
ument);

Measurement for the similarity between sentences:

idf-modified-cosine (x, y) =
∑w∈x,y tfw,xtfw,y (idfw)

2√
∑xi∈x (tfxi ,xidfxi)

2 ×
√

∑yi∈y
(
tfyi ,yidfyi

)2
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4.3 Word embedding

To solve some of the problems in NLP needs to represent the words in the form of
a vector; such a representation can be used to obtain features and mathematical op-
erations with words (vector representation of words). There are several approaches
to how to present a word as a vector. The simplest is called one-hot encoded (we
described its properties in the Cross entropy section). The disadvantages of this ap-
proach are:

• Vector contains a large number of zeros

• The vector has a huge dimension (equal to the size of the dictionary)

These shortcomings increase the complexity of working with such vectors. Words in
the form of a vector can be represented more compactly (Harris, 1954) (mostly from
100 to 300 dimensions).
In this section, we will introduce several techniques that help us get the word em-
bedding in a more concise format: Word2vec (Mikolov et al., 2013a; Mikolov et al.,
2013b) and FastText (Mikolov et al., 2017). These techniques solve several problems:
embedding a vector in the compact form with real numbers and support semantic,
syntactic similarity, and relation with other words.

4.3.1 Word2vec

Word2vec is a group of models that are used to embedding words. Word2vec con-
sists of shallow two-layer neural networks. They are trained to restore the linguistic
context of the dictionary. Word vectors are placed vector space; each unique word in
the corpus is assigned a corresponding vector in space. Thus, they all have a shared
context in the body, are located close to each other in space (Mikolov et al., 2013b),
an example of which is shown on 4.2.
Word2vec uses two ways to get embeds: Skip-Gram and Common Bag Of Words
(CBOW) shown on 4.3. Bag Of Words (CBOW) Mikolov et al., 2013b is a model that
receives the context of a word and tries to predict the target word. We send part of
the text (5-10 words) to the model’s input, except for the center word to be predicted.
Words are encoded in a one-hot encoded way.
Skip-Gram Mikolov et al., 2017 gets the word and tries to predict the context (prob-
ability distributions) (turned backward than Bag Of Words (CBOW)). We send the
word to the input of the model; at the output, we obtain the probability distribution
of the words that are the context of the word. Skip Gram works well with a small
data set and finds a good representation of rare words. Bag Of Words (CBOW) is
quick and suitable for frequent words.

4.3.2 FastText

FastText allows training supervised and unsupervised representations of words and
sentences(Subedi, 2018). FastText supports Skip Gram and Common Bag Of Words
(CBOW) training as Word2vec. The application of the pre-trained models to vector-
ize words has a significant drawback: in these models, rare words may be missing,
which leads to an out-of-vocabulary (OOV) problem. Models can be trained in the
one domain area, and used in another. FastText helps solve the OOV problem.
FastText uses a skip-gram model training at the n-gram level(Bojanowski et al.,
2016). Each word is represented as the sum of the symbolic representations of the
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FIGURE 4.2: Two-dimensional PCA projection of countries and their
capital cities. The figure illustrates the ability of the model to learn
implicitly the relationships between them without any supervised in-
formation about what a capital city means. Source: (Mikolov et al.,

2013a)

n-gram components of this word. Such an approach makes it easy to represent any
OOV word.

4.4 Abstractive approach

An abstractive approach, another type of summarization, create new sentences from
which form a summary. Unlike the previous extractive approach, it generates more
fluent and grammatically correct sentences, which does not depend on the size of the
source text. Abstractive summation methods can be divided into the structure- and
semantic-based ones. The idea of structure-based techniques is using prior knowl-
edge, such as trees, ontologies, templates, extraction rules, to encode the data. The
semantic-based approaches use the linguistics view of the document to feed into a
natural language generation system, with the main focus lies in identifying the noun
and verb phrases (Helen, 2018).

4.4.1 RNN

A recurrent neural network (RNN) is a type of artificial neural network that has a
cyclic structure and memory. The cyclic structure means that each step has the same
parameters, takes a value from the source data and information from the previous
step. Thus, the network transfers information from the previous steps, and this is the
so-called "memory" of the network. RNN has a significant advantage over feedfor-
ward neural networks; the network can process data of any length. When creating
feedforward neural networks, the size of the input and output data are constants,
they cannot be dynamically changed, so the network requires data of a specific size.
RNN, due to its cyclic structure, can process data of different lengths, so it is well
suited for processing sequential data. Figure 4.4 illustrates an RNN.
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FIGURE 4.3: The CBOW architecture predicts the current word based
on the context, and the Skip-gram predicts surrounding words given

the current word. Source: (Mikolov et al., 2013b)

FIGURE 4.4: A Recurrent Neural Network(RNN). Three time-steps
are shown.

ht = σ
(

W(hh)ht−1 + W(hx)x[t]
)

ŷt = softmax
(

W(S)ht

) (4.10)

W(hh), W(hx) - network weights that are repeated at each step, so the size of the
parameters do not depend on the length of the input sequence. The loss function
used in RNNs is cross entropy shown in 4.10

J = − 1
T

T

∑
t=1

|V|

∑
j=1

yt,j × log
(
ŷt,j
)

(4.11)

Perplexity 4.12 is a measure of confusion where lower values imply more confidence
in predicting the next word in the sequence (compared to the ground truth outcome).

Perplexity = 2J (4.12)
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RNN has its advantages and disadvantages. The pros: the network can process se-
quences of different lengths, the size of the model does not increase with increasing
incoming sequence, and the model can use the information from many backward
steps (in theory). The cons: it is impossible to train the model in parallel, and in
practice, it is difficult to obtain information from many steps backward.

4.4.2 LSTM

Long short-term memory (LSTM) is an extended RNN (Hochreiter and Schmidhu-
ber, 1997). It intends to solve the significant problem with RNN: vanishing or ex-
ploding gradient. During training, the model uses the backpropagation algorithm
to propagate an error back through the cyclical connection. RNN models use the
same weight matrix, and the number of layers (equal to the size of the input se-
quence) can be enormous - this all leads to the problem described by (Hochreiter et
al., 2001). Backpropagates error signals strong depend on the weights. If the weight
is greater than 1, then explode occurs, if less than the vanishing gradient. LSTM was
designed to have a more persistent memory. Thus, the model can save term patterns
in the inner layers for the long or short time and does not suffer from exploding or
vanish gradient.
At the time step t model uses a previous value of a hidden state h(t1), a memory cell
c(t1) and an input vector x(t). The new value of memory cell uses gates to forget
a part of the previous value and remember a new value. Full equation showed in
4.134.5 and showes detailed internals of a LSTM.

it = σ
(

W(i)xt + U(i)ht−1

)
(Input gate)

ft = σ
(

W( f )xt + U( f )ht−1

)
(Forget gate)

ot = σ
(

W(o)xt + U(o)ht−1

)
(Forgetire gate)

c̃t = tanh
(

W(c)xt + U(c)ht−1

)
(New memory cell)

ct = ft ◦ ct−1 + it ◦ c̃t (Final memory cell)
ht = ot ◦ tanh (ct)

(4.13)

4.4.3 Sequence-to-sequence model

Sequence-to-sequence (seq2seq) (Sutskever, Vinyals, and Le, 2014) is a language
model that learns the probability distribution between an input and an output se-
quence. That is, during training, seq2seq maximizes the log-likelihood P(y|x), where
x is the input sequence, and y is the output. The model consists of two RNN models:
an encoder and a decoder. The encoder receives a sequence (for example, tokens
in a sentence) and encodes it to a vector that represents an input sequence ("context
vector"). The decoder receives a "context vector" from the encoder, sets it as an initial
hidden state, and generates an output sequence; the decoder generates a sequence
until it faces an end sentence token. As an encoder, we can apply RNN based mod-
els, likes RNN or LSTM, as well as biRNN or biLSTM.
In the recent past, sequence-to-sequence models have been successful in such prob-
lems as machine translation (Bahdanau, Cho, and Bengio, 2014), speech recognition
(Chorowski et al., 2015) and video captioning (Venugopalan et al., 2015)
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FIGURE 4.5: The detailed internals of a LSTM. Source: (CS224n: NLP
with Deep Learning).

4.4.4 Neural Machine Translation

Neural machine translation is one of the machine translation approaches proposed
(Kalchbrenner and Blunsom, 2013; Sutskever, Vinyals, and Le, 2014) and improved
upon using attention mechanism (Bahdanau, Cho, and Bengio, 2014; Luong, Pham,
and Manning, 2015).
From a probabilistic point of view, the task of Neural machine translation is to find
model parameters such that maximize the conditional probability of sentence pairs
using a parallel training corpus. Most of the proposed model consists of an encoder
and decoder, which represent the source and output languages. The encoder model
reads the input data, translates it into a fixed vector. Decoder, receiving a vector from
an encoder, generates output. Unlike statistical machine translation (SMT), encoder
and decoder in this model train together to maximize the likelihood of a correct
translation. NMT has now become a widely applied technique for machine trans-
lation, as well as a practical approach for other related NLP tasks such as dialogue,
parsing, and summarization.

4.4.5 Attention mechanism

Our brain almost always selects only essential information to solve a problem. That
is the main idea of the Attention mechanism. The sequences of tokens that enter
the input of the seq2seq model have different significance. However, the seq2seq
model encodes in the final "context vector" all tokens from the incoming sequence
as if they were equal in significance for the entire sequence. (Bahdanau, Cho, and
Bengio, 2014) saw a weakness of this approach and declared that different parts of
the incoming sequence have different levels of significance or importance.
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Specifically, in the encoder-decoder model, the Attention mechanism allows to solve
this problem as follows: it allows the decoder to select and use the most significant
tokens at a certain point in time from the incoming sequence. The attention mecha-
nism is shown on 4.7 and equations 4.14-4.18.

p (yi|y1, . . . , yi−1, x) = g (yi−1, si, ci) (4.14)

si = f (si−1, yi−1, ci) (4.15)

ci =
Tx

∑
j=1

αijhj (4.16)

αij =
exp

(
eij
)

∑Tx
k=1 exp (eik)

(4.17)

eij = a
(
si−1, hj

)
(4.18)

where si is an decoder hidden state, hj vectos of annotation (produced from encoder),
ci is context vector (with attention mechanism), a is an alignment model, which pa-
rameterized as a feedforward neural network and is jointly trained with all the other
components of the proposed system (Bahdanau, Cho, and Bengio, 2014).

FIGURE 4.6: The graphical illustration of the proposed model try-
ing to generate the t-th target word yt given a source sentence

(x1, x2, ..., xT). Source: (Bahdanau, Cho, and Bengio, 2014).

4.4.6 Transformers

Despite success in solving problems of RNN/LSTM based models, they have cer-
tain disadvantages that prevent them from developing further. Firstly, these models
are not hardware friendly and require many resources, while training compared to
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other models (Culurciello, 2019). The second drawback of models is their sequential
nature, prevent parallelization, which becomes critical at longer sequence lengths, as
memory constraints limit batching across examples (Vaswani et al., 2017). The third
drawback is that in the RNN based model, broadcasting signals at long distances
disappear (self-attention link).
Self-attention mechanism and convolution neural approaches help to solve these
problems; they form transformers. A transformer is a neural networks model ar-
chitecture that excludes the RNN based approach and consists only of an attention
mechanism to catch global dependencies between input and output (Vaswani et al.,
2017). These models consist of an encoder and decoder, which include stacked self-
attention, point-wise, and fully connected layers. The figure 4.7 shows the architec-
ture of the transformer proposed (Vaswani et al., 2017).
These architectures allow training models in parallel, which increases the quality
and accuracy of models and also shows good results in language understanding
problems (Uszkoreit, 2017)

FIGURE 4.7: The Transformer - model architecture. Source: (Vaswani
et al., 2017).

4.4.7 BERT

BERT (Bidirectional Encoder Representations from Transformers) is a language rep-
resentation model that has the architecture of a transformer model (Vaswani et al.,
2017). The main feature is that BERT can present the text as deep bidirectional rep-
resentations, in contrast to other language representation models (Peters et al., 2018;
Radford, 2018).
During train, the model uses two tasks: predict the original vocabulary id from ran-
dom masked word and predict the next sentence (model receives two sentences and
tries to predict if the second sentence from the original document). Another feature
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of BERT is that it is quite easy to use as a pre-trained model for solving downstream
NLP tasks; add a fine-tuning layer and train the model on the data from the down-
stream task. The figure 4.8 shows the pre-training and fine-tuning procedures for
BERT model. The using BERT as a pre-trained model creates state-of-the-art mod-
els for a wide range of tasks, such as question answering and language inference,
without substantial task-specific architecture modifications (Devlin et al., 2018).

FIGURE 4.8: The figure shows pre-training and fine-tuning proce-
dures for the BERT model. The same architectures and model param-
eters (to initialize models for different down-stream tasks) are used
in both pre-training and fine-tuning stages. During fine-tuning, all

parameters are fine-tuned. Source: (Devlin et al., 2018).

4.5 Differences in broadcasts styles and news

In the current chapter, we will discuss one of the features of our data corpus: broad-
casts and news belong to different styles of language. Broadcasts in our dataset are
a monologue of the speaker that describes the sports competition. This monologue
refers to the spoken style and shares the following properties: emotionality, using in-
complete or short sentences, introductory words, interjections, modal particles, fre-
quent repetitions to emphasize ideas, and others. Even though the author describes
events during the game, he also shares his thoughts and feelings in the comments.
Non-linguistic factors play an essential role in speech: facial expressions, gestures,
the environment; however, we cannot detect this using the text version of the broad-
cast.
News, in turn, refers to a different style, called publicists, whose main task is to
communicate information about some event, influence the masses of people, and
form a specific viewpoint to public events. News stories also contain at least one of
the following important characteristics relative to the intended audience: proximity,
prominence, timeliness, human interest, oddity, or consequence2. We also want to
note that some of the news from our dataset are participants’ comments regarding
the game. These comments cover the analysis of the game and the results; most of
the comments are quite emotional and cover the general situation on the one hand
only.
We have presented these differences in order to emphasize that the ROUGE met-
ric and extractive approaches can give irrelevant results. Extractive approaches will

2https://en.wikipedia.org/wiki/News_style

https://en.wikipedia.org/wiki/News_style
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form the news as part of the broadcast, that is, news written in a conversational style.
While the "gold" news belongs to the news style and consists of different n-grams
(the unit of measure for ROUGE) than the broadcast.
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Chapter 5

Model

In the current chapter, we briefly introduce the approaches and frameworks that
were used in our experiments. These approaches are based on Neural machine
translation (NMT). First, we discuss the OpenNMT framework (Klein et al., 2018)
and later about the approaches proposed (Liu and Lapata, 2019), which we called
PreSumm. The fundamental components of these approaches, we described in the
previous chapter 4, in the next chapter 6, we will describe the experiments and re-
sults using these and other approaches.

5.1 OpenNMT

In our research, one of the frameworks that we use is OpenNMT. OpenNMT is an
open-source framework that supports NMT research. This framework has a clear
modular architecture and functional extensibility. It is implemented in the LUA and
python programming language; it imported to PyTorch (we used this module for
experiments)1 and TensorFlow 2.
We use OpenNMT for NMT experiments because it includes many parameters and
features for tuning our models:

• gated RNN such as an LSTM (Hochreiter and Schmidhuber, 1997) or GRU
(Chung et al., 2014 ) which help the model learn long-term features;

• stacked RNNs, which consist of several vertical layers of RNNs (Sutskever,
Vinyals, and Le, 2014);

• input feeding, where the previous attention vector is fed back into the input
as well as the predicted word, is quite helpful for machine translation (Luong,
Pham, and Manning, 2015);

• beam search, which considers multiple hypothesis target predictions at each
time step. (Klein et al., 2017b)

Chapter 6.4 describes how we apply OpenNMT to solve our problem.

5.2 PreSumm

Another approach that we utilize in our research proposed (Liu and Lapata, 2019)
called PreSumm. This approach shows better results compared to OpenNMT.
Yang Liu and Mirella Lapatas in (Liu and Lapata, 2019) propose to encode the whole
document, keeping its sense, to generate a compact conclusion. The authors scale

1https://github.com/OpenNMT/OpenNMT-py
2https://github.com/OpenNMT/OpenNMT-tf
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down the problem of extractive summarization to the problem of categorization:
needs to take sentences that best show the main thoughts/ideas of the whole text.
This approach is a supervisor learning: the model should know which sentences
most contain the primary sense. The authors solved this problem using the greedy
approach model (Nallapati, Zhai, and Zhou, 2016) - choose sentences from the source
text that maximize metric ROUGE (Lin, 2004); the algorithm stops when adding sen-
tences does not increase ROUGE. During the generation of summary, the model sets
a rating to the selected offers and selects the top 3 sentences; the original summary
forms these sentences.
The abstractive summarization is reduced to the NMT approach: an encoder con-
tains a trained model (BERT), and a decoder contains a randomly initialized BERT.
If training two models - one pre-trained and other randomly initialized - at the same
time with the same parameters, then one model can be overfitting, and the second
can underfitting, or vice versa. The authors use different training parameters (learn-
ing rates and warmups). BERT was trained on two tasks: masked generating token
(ID from vocab) and "next sentence pair". Output vectors are based on tokens.
The sequence provided to the BERT input (source) should contain the [CLS] token
(into which BERT encoded the results for categorical tasks), and contain [SEP] token
divides the sentences inside the sequence. Source tokens also contained information
about their position in the entire sequence and information to which sentence (part
of the sequence) the token belongs.
The authors made some changes around the BERT model and called it BERTSUM.
They (1) added the [CLS] token at the beginning of each sentence and (2) changed the
segmentation embeddings to separate several sentences in one sequence; if the doc-
ument consists of [sent1, sent2, sent3, sent4, sent5] then the following segmentation
embeddings [EA, EB, EA, EB, EA] will be assigned to the tokens inside the sentences.
Figure 5.1 shows the BERT and BERTSUM models.

FIGURE 5.1: Architecture of the original BERT model (left) and BERT-
SUM (right). Source: Liu and Lapata, 2019

BERTSUMEXT is a model for extractive summarization. It is inherited from BERT-
SUM, uses two layers of transformers, and its final layer is a sigmoid classifier (for
solving problems of classifying sentences). BERTSUMABS is a model for abstrac-
tive summarization. This model uses the NMT approach, pre-trained BERTSUM
as an encoder, and the randomly initialized transformer in the decoder. BERT-
SUMEXTABS is also using the NMT approach; only unlike BERTSUMABS, it uses
the pre-trained BERTSUMEXT on the extractive summarization task as an encoder.
This approach has an implementation 3, but there are some limitations to it:

3https://github.com/nlpyang/PreSumm
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• The code was written to work only with datasets from paper (CNN/DM, NYT,
XSumm) (NYT; Hermann et al., 2015b; Sandhaus, 2008; Narayan, Cohen, and
Lapata, 2018);

• Code works with English sequences only;

• Uses only the fixed version of BERT (bert-base-uncased)

Chapter 6.5 describes how we got rid of these restrictions.
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Chapter 6

Experiments

In this chapter, we conduct a series of experiments with different approaches and
evaluate their quality. We start by applying extractive methods to solve our problem,
using different implementations of PageRank algorithms, as well as TextRank and
LextRank approaches; after we experiment with the Oracle model. Next, we will
use abstractive methods, in particular, the NMT approach. First, we will use the
OpenNMT framework with different types of encoders and other parameters. Later
we switch to PreSumm approaches and experiment with different parameters, types
of pre-trained models. We will also implement a series of experiments with the
augmentation of our text data. Finally, we conduct a human evaluation to judge the
quality of our results.

6.1 TextRank approaches

Implementation details

In this series of experiments, we will apply two models to the implementation of
the TextRank algorithm, the first based on the PageRank 1 algorithm, the other on
the Gensim Textrank2. These approaches differ in the similarity function of two
sentences. The PageRank-based model uses cosine distance between vectors of sen-
tences (below we describe the algorithm of getting vector of the sentence); the Gen-
sim model based on the BM25 algorithm, which we described in chapter 4.2.2.
For the PageRank model, we preprocessed the broadcast text. We split the text into
sentences using NLTK(Loper and Bird, 2002), then into words, and lemmatized each
word using pymystem3 (Segalovich, 2003). To vectorize the words, we used two
different pre-trained models: the word2vec model, trained on the Russian National
Corpus (Kuratov and Arkhipov, 2019), and the FastText model, trained on the news
corpus (Shavrina T., 2017). To vectorize one sentence, we added all word vectors
in a sentence together and divided by the count of words. Then, we calculated the
cosine distance between all sentences, build a similarity matrix, converted it to a
graph, and applied the PageRank algorithm. The Pagerank parameters remained
by default from the library. After that, we selected sentences with a maximum page
ranking and formed a summary from them.
For the Textrank model, we used raw broadcast text and parameter ratio = 0.2,
which adjust the percentage size of the summary compared to the source text (20%
of the sentences from the source text will be in summary).

1http://bit.ly/diploma_pagerank
2https://radimrehurek.com/gensim/index.html

http://bit.ly/diploma_pagerank
https://radimrehurek.com/gensim/index.html
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Results and examples

The TextRank approaches results are represented in 6.1 and samples in A.3.

method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

PageRank W2V 0.06 0.15 0.08 0. 0. 0. 0.06 0.15 0.06
PageRank FT 0.06 0.13 0.08 0. 0. 0. 0.06 0.13 0.06
TextRank Gns 0.05 0.17 0.08 0. 0.01 0. 0.05 0.16 0.06

TABLE 6.1: ROUGE scores of TextRank approaches.PageRank W2V
and PageRank FT models based on PageRank and used word2vec
and FastText models. TextRank Gns - an algorithm from the Gensim

toolkit.

All algorithms from the TextRank experiments showed very similar results: ROUGE-
1 F1 is the same in all algorithms. ROUGE-2 showed the worst results among all
ROUGE metrics. TextRank works better than PageRank(W2V) and PageRank(FT):
ROUGE-1 F1 more than 0.01. However, the results remain not significant: the Tex-
tRank algorithm has the maximum ROUGE F1, which is 0.08.
We assume that we got such results because different people describe sports com-
mentary and news in different formats, styles and situations: the commentator de-
scribes the emotionally sporting game online, with details; the author of the news,
calmly and dryly reports the results or takes an interview from the game player or
coach. Therefore, these texts, when comparing, use different words, word forms,
expressions. This property leads to an insignificant ROUGE metric based on the
overlapping of common words.
We also compared the generated summary (news) with two types of "gold" news:
before and after the sports game. The ROUGE metric showed an average of 0.03
more at the news after the match than before the match. We assume the next: news,
published after the sports game, more describe the games and the results (similar to
the broadcast), than the news published before the sport game.

6.2 LexRank

Implementation details

In the next experiment, we used another extractive approach called the LexRank
algorithm. We described the difference between LexRank and TextRank in 4.2.3. We
found a flaw in the library: the IDF algorithm workes for a very long time with
extensive data (from our experiments). We re-write that part of the algorithm 3. We
chose the top 10 offers, the rest of the parameters used by default4.

3https://github.com/DenisOgr/lexrank/pull/1/files)
4https://pypi.org/project/lexrank/
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Results and examples

method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

LexRank 0.07 0.1 0.08 0. 0. 0. 0.07 0.09 0.06

TABLE 6.2: ROUGE-1/ROUGE-2/ROUGE-L score of LexRank re-
sults.

Petrov obygral srazu dvuh igrokov na levom flange ataki ”Aston
Villy”, otdal Kar~�, no tot zamexkals� na uglu vratarsko�. Hoz�eva
pol� zarabotali xtrafno� bli�e k levomu flangu ataki, �xli �ng pro-
bil neploho, no Akinfeev vytawil m�q v ni�nem uglu vorot! Aldonin
probil izdali dovol~no sil~no, golkiper ”Aston Villy” ne bez truda
spravils� s �tim udarom, zafiksirovav m�q ne s pervogo raza.

Petrov beat two players at once on the left flank of the attack, “Aston Villa”,
gave Carew, but he hesitated at the corner of the goalkeeper. The home team
earned a free-kick close to the left flank of the attack, Ashley Young shot well, but
Akinfeev pulled the ball in the bottom corner of the goal! Aldonin struck from afar
rather strongly, the goalkeeper of “Aston Villa” not without difficulty coped with
this blow, fixing the ball not the first time.
VELLITON! Poqti odin na odin! A ”poqti” potomu, qto Dikan~
svoevremenno sygral na vyhode. VELLITON golovo� (!) nanosit udar v
upor. Da�e Dikan~ by ne spas.No m�q proxel r�dom so xtango�. AlEks
vpolne priliqno zakruqivaet m�q so standarta v centr xtrafno�.

Welliton! Almost one on one! And “almost” because Dikan played timely
on the way out. WELLITON’s head (!) Strikes point-blank. Even Dikan would
not have saved. But the ball went near the post. Alex quite decently spins the ball
from the standard into the center of the box.
Mud�iri ispoln�l ostroumny� pas na Syqeva. Berezovski� oqen~
nade�en. Emu poka da�e zawitniki ne nu�ny. MOMENT U SYQEVA!
Da... Dmitri�, vyhod� odin-na-odin, prodemonstriroval qto gubit~ voz-
mo�nosti on mo�et ne hu�e Mud�iri. Rahimov edva ne vybegaet na pole...

Davit Mujiri performed a clever pass on Sychev. Berezovsky is very reliable.
He does not even need defenders yet. MOMENT AT SYCHEV! Yes ... Dmitry,
going one-on-one, demonstrated that he can ruin opportunities no worse than
Mujiri. Rakhimov almost runs out onto the field ....

TABLE 6.3: Examples of summaries generated using LexRank ap-
proach.

Table 6.2 shows the results of the current experiment, and table 6.3 shows sam-
ples of summaries. The experiment with the LexRank approach showed the same
result as the TextRank for ROUGE-1 F, more by 0.01 in ROUGE-L F and less by 0.02
in ROUGE-2 F. This algorithm is very similar to TextRank (more details in (4.2.3);
therefore their results are pretty close to each other.
In the next experiments (6.3), we will create a model that shows the maximum
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ROUGE value that we can get from extractive approaches. We called this model
Oracle.

6.3 Oracle

Implementation details

This model generates an extractive summary that has the most value ROUGE be-
tween broadcast and news. We used the greedy search algorithm: we found the
value of custom rouge (ROUGE-1 f + ROUGE-2 f) between each sentence from the
broadcast and all the sentences in the news and selected the top 40 sentences. This al-
gorithm stopped working in one of two cases: (1) the number of sentences is greater
than the requested upper threshold (40 sentences) or (2) adding the next sentences
does not increase ROUGE. We called this model is Oracle because it generated a
summary with the maximum ROUGE that we could get from the extractive ap-
proaches. The actual distribution of the number of offers can be seen on the figure
6.1. We can see, that the most number of sentences in the model less than 20.

FIGURE 6.1: This figure shows the distributation on number of sen-
tences using Oracle model.

Results and examples

method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

Oracle 0.2 0.22 0.21 0.02 0.02 0.02 0.18 0.2 0.19
PageRank W2V 0.06 0.15 0.08 0. 0. 0. 0.06 0.15 0.06

PageRank FT 0.06 0.13 0.08 0. 0. 0. 0.06 0.13 0.06
TextRank Gns 0.05 0.17 0.08 0. 0.01 0. 0.05 0.16 0.06

LexRank 0.07 0.1 0.08 0. 0. 0. 0.07 0.09 0.06

TABLE 6.4: ROUGE scores for all exptractive approaches.

Table 6.1 shows the results of the Oracle model. We see a significant increase in
ROUGE compared to the previous ( 6.1, 6.2) approaches: ROUGE-1 F is 0.13 more
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than other extractive approaches, ROUGE-L f is 0.13, and ROUGE-2 is 0.02 more. We
can see that Oracle chose significant comments that would describe the game and its
result (see table A.4). We assume that such a low maximum value (of the ROUGE
metric) that can be obtained from the extractive model because the authors of the
broadcast and news use different words, phrases. We describe this in more detail in
the chapter 4.5 In the next experiments (6.4, 6.5), we will use abstractive summation.

6.4 OpenNMT

Implementation details

For the summarization problem in OpenNMT, we used the approach described in
the article (Gehrmann, Deng, and Rush, 2018). We used the entire text from broad-
cast and the shortest news as a source and as a target accordingly. The dataset was di-
vided into three parts: train/test/validate in sizes: 6143/767/760 (90%/10%/10%).
We used the following approaches and parameters when training and testing the
model 5:

• the copy-attention mechanism described in the article (Vinyals, Fortunato, and
Jaitly, 2015);

• the attention mechanism introduced by Bahdanau, Cho, and Bengio, 2014 in-
stead of that by Luong, Pham, and Manning, 2015;

• shareing the word embeddings between encoder and decoder;

• size of vocabulary equal 50000;

• beam search equal 10 (Neubig, 2017);

• Different types of encoder: RNN/biRNN/LSTM/biLSTM/Transformers (Vaswani
et al., 2017);

• bridge layer. It gets finish layer from last encoder hidden state and compute
initial state for decoder;

• Dropuot equal 0;

• reusing the standard attention as copy attention;

In the first series of experiments, we used different types of the encoder. The exper-
iments in which the encoder type was: RNN/biRNN/LSTM/biLST did not show
significant results. All models did not learn anything and produced results similar
to:

"poluzawitnik <unk> <unk> v v v matqe matqe <unk> <unk> <unk>
<unk> <unk> <unk>"
"midfielder <unk> <unk> in the match in the match <unk> <unk> <unk>
<unk> <unk>"

The experiment that gave better results (compared to our previous ones based
on OpenNMT) is using the transformer in the encoder and decoder. We used the
transformer proposed (Vaswani et al., 2017) and the number of layers is 4. We got
the following examples:

5https://github.com/DenisOgr/news-generations

https://github.com/DenisOgr/news-generations
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"qempionat <unk> "tur primeqanie: vrem� naqala matqe� - moskovskoe.tablica
qempionata belarusistatistika qempionata belarusi
"championship <unk> round note: the start time of the matches is Moscow.
belarus championship table Belarus statistics"

We did not use the ROUGE metric for these experiments, as the results were
visually inappropriate.
In the next series of experiments with OpenNMT frameworks, we decided to try
to train a model that could generate news, based on other news. We trained two
models in the following ways:

• Different news written for one sport game was submitted to the input and
output;

• The same news was sent to the input and output;

These models were trained with parameters from previous experiments and showed
poor results; The models did not learn any pattern in data and produced, in the more
occurrences, the illogical text or characters.
All experiments an abstractive approach use the OpenNMT framework did not show
significant results. Most of the generated texts were not readable and logical, so we
did not use the ROUGE metric. We got better results when we used transforms
in encoders and decoders; training with transformers was faster. We assume that
the reason for the failure of using RNN-based models in long sequences; figure 3.2
shows the distribution of the number tokens in broadcasts. Our further experiments
will focus on the following:

• Use transformers instead of RNN based models, as an encoder and decoder

• Decrease incoming sequences, keeping the main events in the broadcast. We
will use the extractive-abstractive model in section 6.5.3.

6.5 PreSumm

Implementation details

In this series of experiments, we decided to use the approaches described by (Liu
and Lapata, 2019). The authors of the article made implementation (make code on
github.com) 6; however, their implementation partly suitable for our experiments.
The implementation has the following limitations that we have fixed 7:

• Designed only for the using of datasets from experiments (CNN/DailyMail,
NYT, XSum). Each dataset was provided in its format, and authors wrote sep-
arate handlers and preprocessors for each dataset. Preprocessing is a stage that
transforms raw data into a data format for the model. We implemented addi-
tional preprocessors that transform from text files (data format of our dataset).

• Authors did not implement sharding data. Sharding is the process of breaking
data into smaller datasets. Thus, the model loads small data into memory and
uses memory more rationally (economically). Unlike the datasets described in
the article, the data from current work was much longer: the average length

6https://github.com/nlpyang/PreSumm
7https://github.com/DenisOgr/PreSumm

https://github.com/nlpyang/PreSumm
https://github.com/DenisOgr/PreSumm
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in documents from the (Liu and Lapata, 2019) were 500-600 words, but 1500
tokens from our dataset. We implemented a sharding mechanism, which al-
lowed us to avoid problems with "Memory allocation cannot be possible" in
CUDA.

• The solution used only bert-base-uncased as the transformer. We added the
ability to use any transformers from the two libraries of transformers: "hug-
ging face/transformers" 8 and "transformers-ru"9.

• Added saving to TensorBoad 10 to analyze the model training phase.

We cut off long broadcasts and news: the maximum length of the broadcast was
2500, and the length of the news 200. Figure 6.3 shows the distribution lengths of
the sequences of tokens for the current experiment for broadcasts and figure 6.2 for
news. To train the model, we used the NVIDIA Tesla P100 video card and splited
our dataset into shards, with a size of 50 examples. Next, we will describe different
experiments with different approaches, parameters. We will show the results and
examples of the generated summaries.

FIGURE 6.2: This figure shows the distributation number of tokens in
news (target for Presumm experiments).

8https://github.com/huggingface/transformers
9https://github.com/vlarine/transformers-ru

10https://github.com/tensorflow/tensorboard

https://github.com/huggingface/transformers
https://github.com/vlarine/transformers-ru
https://github.com/tensorflow/tensorboard
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FIGURE 6.3: This figure shows the distributation number of tokens in
broadcasts (source for Presumm experiments).

6.5.1 BertSumAbs

In this experiment, we used the abstractive BertSumAbs model with bert-base-multilingual-
uncased 11 in its encoder and randomly initialized BERT in the decoder. We trained
a model with different learning rates (0.002 for an encoder and 0.2 for a decoder)
and warmup (20,000 for an encoder and 10,000 for a decoder) sugested by Liu and
Lapata, 2019. The parametr max_pos was 512 (default value), and the dropout for
decoder was 0.2. We stored the model every 10000 steps and have chosen a model
that showed the best results (using ROUGE metric) on the validation dataset.
Results of this experiment are presented in 6.5 and samples in A.1.

method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

BertSumAbs 0.19 0.25 0.21 0.07 0.1 0.07 0.17 0.23 0.18

TABLE 6.5: ROUGE scores for summaries generated by using model
BertSumAbs.

The best ROUGE results show the model that has been trained in 50,000 steps.
We noticed that the model tended to overfit after 50 000 iterations. BertSumAbs is the
first experiment with Presumm, so we compared the results with previous extractive
summation approaches (shown in table 6.4). The ROUGE value in this experiment
was the highest compared to all previous experiments: ROUGE-1 F is greater than
0.13, ROUGE-2 F is 0.07, ROUGE-L F is 0.13 more; we made this comparison using
the value of the models that showed the highest result, except for the Oracle model
(the model is experimental). Then we decided to experiment with another model in
the encoder (6.5.2)

11https://github.com/google-research/bert/blob/master/multilingual.md

https://github.com/google-research/bert/blob/master/multilingual.md
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6.5.2 RuBertSumAbs

In this experiment, we used a different model in the encoder, which was trained on
Russian texts, RuBERT12. The training settings used are the same as in the experi-
ment 6.5.1. The model with the best ROUGE score has been trained in 40,000 steps.
Table 6.6 shows the result from experiment RuBertSumAbs and table A.5 show sum-
maries.

method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

RuBertSumAbs 0.14 0.26 0.17 0.04 0.1 0.06 0.13 0.24 0.13

TABLE 6.6: ROUGE scores for summaries generated by using RuBert-
SumAbs.

This model showed lower ROUGE results compared to the BertSumAbs model:
ROUGE-1 F is less by 0.04, ROUGE-2 F, and ROUGE-L F are less by 0.01 and 0.05,
respectively. We assume that the reason for this is the encoder model: "bert-base-
multilingual-uncased" generates contextual vectors better than "RuBERT". In the
following experiments, we used only "bert-base-multilingual-uncased" as the base
model of the encoder.

6.5.3 BertSumExtAbs

In this experiment, we used the double fine-tune stages for encoder: firstly, we fine-
tuning the model to the extractive summarization task, then we fine-tuning that
model on the abstractive task (Liu and Lapata, 2019). For the first fine-tune stage,
we used BERT "bert-base-multilingual-uncased", learning rate is 2e− 3, dropout is
0.1 max_pos is 512, and warmup_steps 10000. Next, the trained model was used as
an encoder for the abstractive summarization task with the same parameters, as in
previous experiments described in 6.5.1.
Results of this experiment are presented in table 6.7 and samples in table A.11.

method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

BertSumExtAbs 0.18 0.25 0.2 0.06 0.1 0.07 0.17 0.23 0.17

TABLE 6.7: ROUGE scores for summaries generated by using Bert-
SumExtAbs.

This model has shown results slightly lower than the BertSumAbs, described in
6.5.1. The values of ROUGE-1 F and ROUGE-L F are less than 0.01, and ROUGE-2 F
is the same.
Inspecting previous experiments, we realized that max_pos - truncates our incoming
sequences; the model trains only 512 of the first Broadcast tokens. According to the
distribution of token lengths (showed 6.3), this is quite small sequences to getting
all vital information from the broadcast. We increased this parameter to 2500, and
this led to a problem with the memory allocated problem (we used NVIDIA Tesla
P100 16 Gb). In the next experiments, we increased to the maximum (regard for our
computation power) max_pos=1024 (6.5.4).

12http://docs.deeppavlov.ai/en/master/features/pretrained_vectors.htmlbert
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6.5.4 BertSumAbs1024

In this experiment, we used training parameters from previous experiments(6.5.1),
only increased max_pos to 1024 and "bert-base-multilingual-uncased" as an encoder
model. The model showed better results (showed in table 6.8), compared with previ-
ous models with max_pos=512. Model, trained 30 000 steps showed the best results.
We made the hypothesis that we need to select sequences of higher dimensions or
reduce the size of the input sequences while preserving the essential meanings and
ideas of the entire broadcast. Examples of summaries shown in table A.6.

method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

BertSumAbs1024 0.2 0.25 0.21 0.07 0.1 0.08 0.18 0.23 0.18

TABLE 6.8: ROUGE scores for summaries generated by using Bert-
SumAbs1024.

The model in this experiment did not show significant improvements, compared
to the best models, where we used max_pos=512. The values of ROUGE-1 F and
ROUGE-2 F are higher by 0.001, and ROUGE-L F is 0.006. We want to note that this
model was trained for 30,000 steps, and this is 20,000 steps less than 6.5.1. We have
seen that increasing the input sequence from 512 to 1024 did not produce signifi-
cant improvements, according to the ROUGE metric. We assume that this property
of ROUGE metric: the overlap words between summary and "gold" news do not
increase while increasing the input sequence in Presumm approaches. In further ex-
periments, except for the Oracle model from section 6.5.5, we will use max_pos=1024
to reduce the training time.

6.5.5 OracleA

In this series of experiments, we decided to reduce the incoming sequence (broad-
cast) by applying the extractive approach techniques. We decided to apply the Ora-
cle model, which selects sentences (in our case, 40 top sentences) from the broadcast,
which have the maximum news trip (gold reference). More information about this
model described in 6.3. This approach is more experimental: we want to know
which ROUGE we could get if we use the best (by the ROUGE standards) extractive
summarization technique. In the future, we could replace the extractive model with
(6.1) or (6.2).
We used "bert-base-multilingual-uncased" in the encoder. max_pos = 512. In this
experiment, we trained two models that get a short output (the result of the Ora-
cle model) as an input: (i)OracleA - a model trained with parameters from the 6.5.1
experiment and (ii)OracleEA - model trained with parameters from the 6.5.3 exper-
iment. The best models trained 30000 (BertSumOracletAbs) and 40000 (OracleEA)
steps.
Results of this experiment are presented in 6.9 and samples in A.7.
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method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

OracleA 0.23 0.3 0.25 0.09 0.13 0.1 0.22 0.28 0.22
OracleEA 0.23 0.29 0.25 0.09 0.12 0.1 0.21 0.27 0.21

TABLE 6.9: ROUGE scores for summaries generated using two oracle-
based models.

The models from this experiment showed approximately the same results (among
themselves): ROUGE-1 F, ROUGE-2 F are the same, and ROUGE-L F is 0.01 more for
OracleEA than for OracleA. Therefore, we will make a comparison of other models
with the best model for ROUGE in this experiment. Also, these models were trained
on different numbers of steps: OracleA at 30,000 and OracleEA at 40,000, respec-
tively. OracleEA and OracleA models showed better results compared to 6.5.1. The
values of ROUGE-1 F, ROUGE-2 F, and ROUGE-L F are greater at 0.04.

6.5.6 BertSumAbsClean

We found out that generated news incorporated text that does not apply to the sports
event; this text in common cases located at the end of the news. See section 3.3 for
more details. In this experiment, we eliminate sentences with such text.

We deleted sentences that contained one of the following words:

"tablica"/"zdes~."/"onla�n-trl�c�c
"table"/"here."/"online broadcast"

in broadcasts (source sequence) as well as in the news (target sequence). In broad-
casts, a sentence with these words advertises online broadcasts on this site. In the
news, sentences that contained these words referred either to another page or to a
visualization (images/table); this information did not help to generate news and in-
crease input sequences. Often such sentences have advertised mobile applications.
The results of BertSumAbsClean experiments shown in table 6.10 and examples in
table A.2.

method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

BertSumAbsClean 0.18 0.24 0.19 0.07 0.07 0.06 0.18 0.18 0.16

TABLE 6.10: ROUGE scores for summaries generated from BertSum-
AbsClean model.

We have noticed that metric ROUGE decreased compared to previous experi-
ments, and we got the best model by ROUGE, the trained model only 20000 steps
(this is the lowest number of training steps in our experiments). We compare the
results with 6.5.1 because OracleA and OracleEA are experimental models. The
ROUGE-1 F and ROUGE-L F metrics are less than 0.02, and ROUGE-2 F is less than
0.004. We hypothesis that deleted sentences were increasing our ROUGE: "gold" and
generated news had advertisements and "referred‘s" sentences, and they increase the
ROUGE.

6.5.7 AugAbs

According to previous experiments, the best models on ROUGE scores are based on
neural networks. There are several works (Nallapati et al., 2016; Gavrilov, Kalaidin,
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and Malykh, 2019; Tan, Wan, and Xiao, 2017b) show good results on relatively large
amounts of data, and weak on small ones. Our dataset contained near 8000 data
(chapter 3 more describe out data corpus). In the current experiment, we decided to
increase our data corpus using augmentation technology. For this experiment, we
decided to increase our data by ten times using synthetically generated data based
on existing ones.
Our models for Augmentation are based on the work (Zhang, Zhao, and LeCun,
2015). The idea is to replace words in a broadcast on the words from another model.
There are two models: thesaurus and static embedding. Both models receive a word
at the input and return a list of words size of 10. Each word in the set is similar
to the incoming word: the more similar words, the higher it in the returned list.
Next, we use a geometric distribution to select two parameters for the model(for
each generated sample): the number of words to be replaced in the broadcast and
the index of word in the returned list for each word, that should be replaced.
Next, we describe two models. For the first model, called AugAbsTh, we used a
similarity graph model of words from a Russian language thesaurus project called
Russian Distributional Thesaurus 13. The word similarity graph is a distribution
thesaurus for the most frequent words of the Russian language, obtained on the
embedding of words, which was built on the body of texts of Russian books (12.9
billion words).
For the second model, called AugAbsW2V, we used word2vec (Mikolov et al., 2013b)
for vectorizing words and the cosine of the angle between the vectors, as a metric
for word similarity. As a pre-trained model, we used a model trained on the Russian
National Corpus (Kuratov and Arkhipov, 2019).
Since there were several news items related to one broadcast in our dataset, we did
not augment the news. We have set random news that was written after a sports
game; for broadcasts with less than ten news, we repeated the news. Thus, we got
two datasets with sizes of about 80,000 broadcasts. We used the best model from
previous experiments (6.5.4) for current data. The results of this and all previous
models can be seen in table 6.11.

method \ROUGE ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

Oracle 0.2 0.22 0.21 0.02 0.02 0.02 0.18 0.2 0.19
OracleA 0.23 0.3 0.25 0.09 0.13 0.1 0.22 0.28 0.22

OracleEA 0.23 0.29 0.25 0.09 0.12 0.1 0.21 0.27 0.21
PageRank W2V 0.06 0.15 0.08 0. 0. 0. 0.06 0.15 0.06

PageRank FT 0.06 0.13 0.08 0. 0. 0. 0.06 0.13 0.06
TextRank Gns 0.05 0.17 0.08 0. 0.01 0. 0.05 0.16 0.06

LexRank 0.07 0.1 0.08 0. 0. 0. 0.07 0.09 0.06
BertSumAbs 0.19 0.25 0.21 0.07 0.1 0.07 0.17 0.23 0.18

RuBertSumAbs 0.14 0.26 0.17 0.04 0.1 0.06 0.13 0.24 0.13
BertSumExtAbs 0.18 0.25 0.2 0.06 0.1 0.07 0.17 0.23 0.17

BertSumAbs1024 0.2 0.25 0.21 0.07 0.1 0.08 0.18 0.23 0.18
AugAbsTh 0.26 0.3 0.26 0.12 0.14 0.13 0.23 0.28 0.25

AugAbsW2V 0.23 0.26 0.22 0.08 0.1 0.09 0.19 0.25 0.21
BertSumAbsClean 0.18 0.24 0.19 0.07 0.07 0.06 0.18 0.18 0.16

TABLE 6.11: ROUGE scores from all models.

13https://nlpub.mipt.ru/Russian_Distributional_Thesaurus

https://nlpub.mipt.ru/Russian_Distributional_Thesaurus
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Both models from this experiment indicated significant improve performance of
our task and was training on 100000 steps. However, the AugAbsTh model showed
a higher ROUGE score than the AugAbsW2V: the score of ROUGE-1 F, ROUGE-2
F, and ROUGE-L F are 0.04 more. This indicates that using synonyms to gener-
ate words in our task is more robust and significantly better than using word2vec
embedding. AugAbsTh model has outperformed the best previous model BertSum-
Abs1024 as well as the oracle models. The score of ROUGE-1 F and ROUGE-2 F are
higher by 0.5 and ROUGE-L F scores higher by 0.7 compared to BertSumAbs1024.
Comparing with the OracleA model, AugAbsTh has ROUGE-1 F score higher on 0.1,
ROUGE-2 F on 0.03, and ROUGE-L on 0.04 accordantly. This suggests that increas-
ing the data corpus using real or "similar to real" data will increase the performance
of the models. Table A.8 shows samples generated by the AugAbsTh model.

6.6 Human evaluation

In this section, we make a human evaluation for some results and analyze the coher-
ence and consistency capacity of our model. We analyze the ability model to detect
main events, competition teams, participants, and results in the sports game. We
use 2 samples for evaluation presented in table A.9 and table A.10. In order to avoid
misunderstandings, in this chapter, we will use the following notation: the broad-
cast is the incoming sequence, the "gold" news is the news written by a human, and
the candidate news is the news that our model generated.
In the first example presented in table A.9, the model shows the coach interview af-

ter the match, in which the coach describes the game and results. Jürgen Klopp is the
coach of the Borussia Dortmund (he was during the match), but the broadcast does
not contain this information about Jurgen Klopp. The model also accurately deter-
mined teams in the game: the Borussia Dortmund football club versus FC Schalke.
Gold news describes the results of the competition and the player‘s behavior af-
ter the game. However, the candidate news talks about comments from the head
coach. The model indicates well which team won, but incorrect indicate the final
score. Also, there is no contradiction in the candidate news: the coach positively
comments the game that leads to victory. Also, the model mentions the name of
the coach at the beginning and end of the news; this suggests that the model can
remember information and carries it throughout the entire output sequence. Also,
in candidate news, there is an expression: “18th round of the Bundesliga“ - this in-
formation is missing as in the news as in the broadcast, although the Bundesliga is a
football league in Germany and Borussia Dortmund and FC Schalke are German.
In the following comparison, we use an example from table A.10. We notice that
"gold" and candidate news also differ in the type of storytelling, like in the previ-
ous: gold news describes main events in the current game and results of previous
games; the news mainly describes the results of the goalkeeper Ilya. The candidate
news looks in the format of an interview from the head coach of "Ak Bars" Zinetul
Bilyaletdinov. The model successfully identifies the teams in the competition as well
as the type of game, rules, and league: the candidate news use such related words as
"puck" and the Kontinental Hockey League (KHL). The incoming sequence does not
contain information about the trainer; the model received this information from pre-
vious broadcasts and news (during the training stage). Also, in the candidate news,
we see the inconsistency in the fact that "Ak Bars" won against CSKA (according to
the coach comments). At first, the coach says they won with score 3:1, but at the end
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of the interview, he contradicts those words, saying that the opponent created many
moments, and their team missed two goals.

6.7 Compare human judgment and score ROUGE

The effectiveness of ROUGE was previously evaluated (Lin, 2004; Graham, 2015)
through statistical correlations with human judgment on the DUC datasets (Paul
Over, 2001; Paul Over, 2002; Paul Over, 2003). However, in these works, the au-
thors used a different dataset, models, and environment than in the current work.
In this section, we compare scores of the ROUGE metric and human judgments for
random news from abstractive models. To judge the news, we asked five annotators
to rate the news by five dimensions: relevance (selection of valuable content from
the source), consistency (factual alignment between the summary and the source),
fluency (quality of individual sentences), and coherence (collective quality of all sen-
tences). We chose five random news from different models (with different number
of training steps). The summary score for each dimension obtained by averaging the
individual scores. In this task, we did not set the goal of statistically proving or dis-
proving the correlations between the score ROUGE and human judgment. We want
to get an estimate of the generated news from annotators, and visually compare
how similar this rating is to score ROUGE. The comparison results are displayed in
table 6.12. Analyzing the data from table 6.12, we want to emphasize that the val-
ues of Fluency and Coherence are generally higher than the values of Relevance and
Consistency. This suggests that the models from our experiments generate pretty
high-quality and linked sentences, but worse select events from the broadcast. The
highest scores of Fluency and Coherence own the news #3 and #5; however, their
score ROUGE-1 F differs by 6. News #1 #2 and #3 have the highest scores of Rel-
evance; however, the scores of ROUGE-1 F it is also different: 0.19, 0.21, and 0.25,
respectively. Concluding this experiment, we did not observe any visual relation-
ships between human judgment and the ROUGE metric. We also want to notice
that we received some comments from annotators regarding the quality of the news.
Most of the comments were aimed at the fact that the quality of the sentences is
pretty good, but the news does not review important events or reviews non-existent
events from the broadcast.
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dimention \score HJS ROUGE-1 ROUGE-2 ROUGE-L
news #1, BertSumAbs1024, 10000 steps

Relevance 0.36
Consistency 0.58 0.19 0.06 0.15

Fluency 0.56
Coherence 0.46

news #2, BertSumAbs1024, 30000 steps
Relevance 0.26

Consistency 0.34 0.21 0.08 0.18
Fluency 0.7

Coherence 0.54
news #3, OracleA, 40000 steps

Relevance 0.46
Consistency 0.6 0.25 0.1 0.22

Fluency 0.78
Coherence 0.78

news #4, BertSumAbs, 50000 steps
Relevance 0.28

Consistency 0.5 0.21 0.07 0.18
Fluency 0.56

Coherence 0.58
news #5, BertSumAbsClean, 20000 steps

Relevance 0.28
0.56 0.19 0.06 0.16

Fluency 0.72
Coherence 0.7

TABLE 6.12: Comparison between human annotators and ROUGE
scores for 5 news along different dimensions and models. HJS - hu-

man judgment score.
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Chapter 7

Conclusion

In the current chapter, we will summarize our work, discuss results, and talk about
future directions. In this paper, we investigated the problem of generating news
based on sports commentary, and this task was tackled as the problem of summa-
rization. Although we used SOTA approaches, we did not get the declared results.
We assume there are several reasons for this. First of all, we would like to empha-
size that these datasets use the English datasets, not Russian. These datasets contain
significantly more documents than our case (Hermann et al., 2015b; Sandhaus, 2008;
Narayan, Cohen, and Lapata, 2018), and the average size of one document is much
larger in our case than in the case of the SOTA algorithms used. Last, we would
like to note that the nature of the collection of buildings data corpus is also different.
CNN/DM/XSumm datasets consist of public news and articles as input documents.
The output summaries for them can contain either small summaries in one sentence
(first sentence or news headline), summaries written by the same person after read-
ing the input news or summaries which are obtained by the heuristic algorithmic
way (Nallapati et al., 2016). Our dataset, as we showed in chapter 3, contains broad-
casts at the input and news as output sequences, written by different people in a
different context.
We also want to emphasize that there are fewer works that explored our problem.
Existing works partially solved this problem, some of which generated sports news
from short and robust descriptions of events in the game; others generate news from
other news.

7.1 Contribution

In this work we made the following contribution:

• We investigate the application of the extractive approach to tackle our chal-
lenge and have got the maximum ROUGE score is 0.21 F1 score, utilizing
the Oracle model described in Chapter 6.3. We found out that TextRank and
LexRank models are not suitable for this task; their F1 score is 0.08. This sug-
gests that solving this problem in an extractive way will not give significant
results by the ROUGE metric.

• We found that the NMT approach gives the worst results if RNN-based models
are used as an encoder. We assume that this is due to the larger size of the
input sequence and the fact that RNN-based models do not work well with
this property.

• However, if transformers are used as an encoder in the NMT approach, this
improves the performance. We were reaching the maximum value 0.26 by
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ROUGE-1F score using BERT as a transformer. We also notice that the multi-
lingual BERT model showed better results for the Russian language, in contrast
to the Russian-language RuBERT. We draw a conclusion that future research
in this problem should be directed precisely using abstractive approaches.

• We also obtain the evidence of conclusions that Tan has made in previous
works (Liu and Lapata, 2019; Tan, Wan, and Xiao, 2017b). Tan and other con-
cluded that the combination of extractive and abstractive approaches improves
the performance of summarization tasks. We got a 0.25 F1 score when using
the Oracle model in the first stage, and the encoder-decoder model in the sec-
ond.

• We found out that increasing data corpus using text argumentation based on
thesaurus results in a substantial improvement: we increase data per ten times,
and the ROUGE-1 F score has up on 0.5 in absolute difference. We have shown
it in Chapter 6.5.7.

• And in the end, we would like to emphasize that the ROUGE metric is not suit-
able for the metric in our problem. Analyzing some of the results, we found out
that the generated news did not consider the events and results of the game.
However, they have a high score of ROUGE and were logical in the structure
(chapter 6.6 shows a detailed analysis of several examples).

7.2 Future work

We have several directions for future work:

• In Chapter 6.5.7, we showed an improvement in performance by increasing
the volume of data corpus; we will move further in this direction. We plan
to engage other companies used the text broadcasting of sporting events. We
also plan to transform the comments of the sporting event from audio sources,
which are more popular than textual.

• The effective application of transformers as an encoder demonstrated in Chap-
ter 5 suggests that we will experiments with other types of transformers, like
GPT-2 or BERT with other parameters in the future.

• We leveraged the ROUGE metric in the current work, which based on the over-
lapping of n-gram between candidate and gold summary. We want to use a
metric that based on detected main characteristics of the game: overall score,
teams in the competition, key people, main events, the conclusion of the game.
This is the topic of our future research.
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Appendix A

Examples of generated news

napada�wii cska darsi vero podrals� s forvardom ska evgeniem
art�hinym na 2 - i minute matqa .oba igroka udaleny na p�t~ minut
.krome togo , vero poluqil dve minuty za udar kl�xkoi. sports . ru vedet
tekstovu� transl�ci� matqa cska [UNK] ska .video onlain - transl�ci�
matqa vy mo�ete posmotret~ zdes~ .naqalo [UNK] v 19. 00 po moskovskomu
vremeni .tablica hlstatistika hltablica hl sports .

"CSKA" striker Darcy Vero had a fight with striker SK Evgeny Artyukhin at
the 2 - minute of the match. Both players were removed for five minutes. In
addition, Vero received two minutes for a club hit. sports. ru conducts the text
broadcast of the match CSKA [UNK] ska. video onlain - you can watch the
broadcast of the match here. start [UNK] at 19. 00 Moscow time. khlstatistics table
khl khl table sports.
poluzawitnik « krasnodara » vanderson podelils� vpeqatleni�mi ot
matqa 12 - go tura prem~er - ligi protiv cska ( 1 : 0 ) . « oqen~ slo�nyi
matq .my sozdali horoxie momenty , no ne realizovali ih .k so�aleni�
, ne zabili dva gola .dl� men� �to oqen~ va�na� pobeda » , [UNK]
skazal fernandes. sports . ru provodil onlain - transl�ci� �togo matqa
.naqalo [UNK] v 19 . 00 po moskovskomu vremeni .tablica qempionata
rossiistatistika qempionata rossii sports .tablica rfpltablica prem~er

"Krasnodar" midfielder Wanderson shared his impressions of the match of
the 12th round of the Premier League against "CSKA" (1: 0). "A very difficult
match. We created good moments but did not realize them. Unfortunately, we
did not score two goals. For me it is a very important victory," [UNK] Fernandez
said. sports.ru conducted online - broadcast of this match. First [UNK] at 19. 00
Moscow time .the championship table of Russia statistics of the championship of
Russia sports .the table of the Russian Premier League the table of the Premier
League sports the table of the Premier

TABLE A.1: Examples of summaries generated using BERTABS
model.
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Comments
v turine dortmundcy poter�li ne tol~ko fiziqeskie i moral~nye sily,
no i piweka s papastatopulosom. v centre oborony segodn� budut
deistvovat~ hummel~s i subotiq. a na flange sygraet kirh, dl� kotorogo
�to lix~ vtoroe popadanie v startovyi sostav na matq bundesligi po
hodu sezona. privet fanatam bundesligi ! �rgen klopp paru - troiku
let nazad skazal, qto v kalendare qempionata est~ tridcat~ dve obyqnyh
igry i dva derbi i dannyi fakt qut~ li ne propisan v ego kontrakte
s klubom. vozmo�no, nemec prosto utriroval, no segodn� my stanem
svidetel�mi odnogo iz samyh principial~nyh matqei v evropeiskom
futbole : borussi� protiv xal~ke, dortmund protiv gel~zenkirhena,
xvarcgel~ben protiv kenigsblau�n. u xal~ke to�e est~ poteri, i sred~
nih po - pre�nemu vydel�ec� draksler. no, poskol~ku komanda vynu�dena
obhodit~s� bez �liana ne pervyi mes�c, vse u�e vrode i privykli.
vorota prodol�aet zawiwat~ dev�tnadcatiletnii vellenroiter, hot� v
zapase ostaec� opytnyi vetklo, izvestnyi po vystupleni�m za mainc.
prinima� vo vnimanie raspisani� komand, mo�no zametit~, qto na
storone xal~ke nespravedlivoe preimuwestvo. komanda roberto di
matteo v proxlu� subbotu sygrala s verderom i celu� nedel� mogla
gotovit~s� k derbi. borussi� �e veqerom vtornika bilas~ s �ventusom u
podno�i� al~p, posle qego vremeni v ee raspor��enii ostavalos~ gorazdo
men~xe. razumeec�, pomimo tekstovoi onlain - transl�cii vaxemu
vnimani� budut predlo�eny videofragmenty samyh �rkih moment

in Turin, the Dortmund lost not only their physical and moral strength but
also the Pisces with papastatopoulos. Hummels and Subotic will be at the center
of defense today. and on the flank will play a Kirch, for which this is only the
second hit in the starting lineup for the Bundesliga match during the season. hello
to the Bundesliga fans! Jürgen Klopp said a couple of years ago that there were
thirty-two regular games and two derbies in the championship calendar, and this
fact was almost spelled out in his contract with the club. the German may have
simply exaggerated, but today we will witness one of the most important matches
in European football: Borussia against Schalke, Dortmund against Gelsenkirchen,
Schwarzgelben against Kenigsblowen. the Schalke also has losses, and among
them, the Draxler still stands out. but, since the team is forced to do without
Julian for several months, everyone seems to be used to it. the gate continues to
be defended by a nineteen-year-old vellenroiter, although the experienced veto
remains in reserve, known for playing for the Mainz. taking into account the team
schedules, you can see that the Schalke side has an unfair advantage. Roberto di
Matteo’s team last weekend playing with the Werder Bremen and could spend a
week preparing for the derby. Borussia, on Tuesday evening, fought with Juventus
at the foot of the Alps, after which time it had much less time at its disposal.
Of course, in addition to text online broadcasts, video clips of the most striking
moments will be offered to your attention
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Candidate news
glavny� trener dortmundskoi ”borussii” �rgen klopp podelils� vpe-
qatleni�mi ot matqa 18 - go tura bundesligi protiv «xal~ke» ( 1 : 0 ).
”my oqen~ dovol~ny .borussi� zaslu�ila �tu pobedu. my oqen~ horoxo
igrali v pervom taime, no vo vtorom smogli perelomit~ hod vstreqi.
vo vtorom ta�me my de�stvovali neploho, no ne smogli vy�ti v ataku”,
[UNK] skazal klopp.

The head coach of the Dortmund Borussia Jürgen Klopp shared his impres-
sions of the match of the 18th round of the Bundesliga against Schalke (1: 0). "We
are very pleased. Borussia deserved this victory. We played very well in the first
game, but in the second we were able to turn the tide of the meeting. in the second
game, we acted well, but we couldn’t attack, "[UNK] said, Klopp.
"Gold" news
”borussi�” dortmund vedet v matqe qempionata germanii protiv
”xal~ke” ( 2:0 , vtoro� ta�m ). napada�wi� hoz�ev p~er-�merik obame�ng
otprazdnoval pervy� gol v matqe s forvardom marko ro�som. gabonec
nadel na seb� masku b�tmena, a ro�s – masku robina.

"Borussia" Dortmund leads in the match of the championship of Germany
against “Schalke” (2: 0, second half). home striker Pierre Emerick Obameyang
celebrated the first goal of the match with striker Marco Royce. The Gabonets put
on a batman mask and Royce a robin mask.

TABLE A.9: Table show components of test example 1 for the human
evaluation.
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Comments
privet vsem, kto ne predstavl�et svoei �izni bez hokke� ! segodn�
marketingovoe realiti - xou, prizvannoe uluqxit~ posewaemost~ matqei
ak barsa, vr�d li potrebuec� . ved~ v kazan~ priez�a�t velikii i
u�asnyi ’ ’ aleksandr radulov i pavel dac�k, vystupavxii za hoz�ev
v sezone 2000 / 01 . interesno, qto posledn�� vstreqa komand v kazani
sosto�las~ poqti god nazad - 18 - go okt�br� . togda dubl~ immonena
prines hoz�evam pobedu . no togda u cska ne bylo ni brat~ev radulovyh,
ni dac�ka, ni grabovskogo, ni bryzgalova . . . v hl komandy proveli
8 matqei, 6 raz pobeda ostavalas~ za kazancami . no nynexnie glavnye
trenery belov i bragin ranee v oqnom protivosto�nii ne vstreqalis~
. luqximi bombardirami komand �vl��c� : u ak barsa ’ ’ - aleksei
terewenko ( 3 + 9 ) ; u cska - aleksandr radulov ( 7 + 12 ) . startovye
vratari : konstantin barulin - il~� bryzgalov . poneslas~ ! zaripov
predprin�l popytku prorvat~s� vpered na skorosti - ne uspel k xaibe .
obstanovka u vorot hoz�ev nagnetaec� . zaripov - 1 : 0 ! ! ! 2 - i gol v
sezone ! kontrataka, morozov poluqil xaibu v centre, smestils� vpravo,
sdelal diagonal~ na dal~n�� xtangu - zaripov zamknul ! vse armeicy
ne uspeli na odin xag ’ ’ v dannoi situacii . qrezvyqaino nasywen
golevymi xansami matq s samogo naqala ! otbor dac�ka, pas v centr na
kvaxu, tot krasivo uhodit ot sopernika i . . . sovsem ploho brosaet
s blizkoi distancii . zaripov segodn� vyrvals� na plowadku kak ta sama�

hello to all who cannot imagine their life without hockey! Today, a market-
ing reality show designed to improve attendance at Ak Bars matches is unlikely to
be required. after all, the great and terrible come to Kazan ”, Alexander Radulov
and Pavel Datsyuk, who played for the hosts in the 2000/01 season. It is interesting
that the last team meeting in Kazan took place almost a year ago - on October 18th.
then the double of Immonen brought the hosts a victory. but then the Tssk had no
Radulov brothers, no Datsyuk, no Grabovsky, no Squirrel. . . in the khl team spent
8 matches, 6 times the victory remained for Kazan. but the current head coaches of
Belov and Bragin had never met before in full-time confrontation. The best scorers
of the teams are: Ak Bars ” - Alexei Tereshchenko (3 + 9); CSKA - Alexander
Radulov (7 + 12). starting goalkeepers: Konstantin Barulin - Ilya squirting. raced!
Zaripov made an attempt to break forward at speed - did not have time to shaib.
the situation at the gates of the hosts is being pumped up. Zarypov - 1: 0! ! ! 2 -
and the goal of the season! counterattack, frost got a shaib in the center, shifted to
the right, made a diagonal to the far post - he closed it! all the armies did not have
one-step ” in this situation. Perekrestichino is full of chances to score the match
from the very beginning! selection of Datsyuk, passing to the center for Kvash,
that beautifully leaves the opponent and. . . very badly throws from close range.
Zarypov today burst onto the site as the same
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Candidate news
glavnyi trener ”ak barsa” zin�tula bil�letdinov podelils� vpe-
qatleni�mi ot pobedy nad cska ( 3 : 1 ) v matqe regul�rnogo qempionata
hl. ”igra byla oqen~ interesna�, boeva�, boeva�. obe komandy sozdali
mnogo momentov, no sopernik sozdal bol~xe momentov. vo vtorom periode
my propustili dve xaiby. no, v celom, � dovolen i rezul~tatom”, [UNK]
citiruet bil�letdinova ”sport - �kspress”.

head coach of "Ak Bars" Zinetula Bilyaletdinov shared his impressions of the
victory over CSKA (3: 1) in the match of the regular championship of KhL. "the
game was very interesting, fighting, fighting. both teams created a lot of moments,
but the opponent created more moments. in the second period we missed two
goals, but, in general, I am pleased with the result," [UNK] quotes Bilyaletdinov
“sport - express "
"Gold" news
golkiper cska il~� bryzgalov propustil po 4 xa�by v treh sygrannyh
matqah v hl iz qetyreh.vratar~ « filadel~fii », vystupa�wi� za cska
vo vrem� lokauta, qetyre raza vynimal xa�bu iz svoih vorot v matqah s
«traktorom » ( 3:4 ), ska ( 2:4 ) i « ak barsom » ( 2:5 ).«q»p�ta� xa�ba
v matqe s « ak barsom » byla zabroxena v pustye vorota.v edinstvennom
pobednom matqe za cska ( protiv « salavata �laeva » – 4:1 ) bryzgalov
propustil odnu xa�bu.v �tih igrah ko�fficient nade�nosti bryzgalova
sostavil 3,27, a procent otra�ennyh broskov – 88,7%. podrobnu�
statistiku bryzgalova smotrite zdes~.

CSKA goalkeeper Ilya Pryzgalov conceded 4 goals in three out of four games
played in KHL. The Philadelphia goalkeeper, who played for CSKA during the
lockout, took the puck out of his goal four times in matches with Tractor (3: 4), ska
( 2: 4) and “Ak Bars” (2: 5). <q> The fifth goal in the match with “Ak Bars” was
scored into the empty net. In the only winning match for CSKA (against “Salavat
Yulaev” - 4: 1) Skrygalov missed one goal. In these games, Kryzgalov’s reliability
coefficient was 3.27, and the percentage of reflected shots was 88.7%. see detailed
statistics here.

TABLE A.10: Table show components of test example 2 for the human
evaluation. This example includes broadcast information, using as
the input source, candidate news, generated by the model, and "gold"

news, written by a human.
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napada�wii « qelsi » fernando torres zabil dva gola v matqe 6 - go
tura gruppovogo �tapa ligi qempionov s « vil~�rrealom » ( 2 : 0 ,
pervyi taim ) .takim obrazom , teixeira zabil 22 - i gol v sostave «
goro�an » . sports .ru vel tekstovu� transl�ci� �togo matqa

Chelsea striker Fernando Torres scored two goals in the 6th round match of
the Champions League group stage with Villarreal (2: 0, first). Thus, Teesheira
scored 22 - and a goal as part of the townspeople .sports .ru led the text broadcast
of this match
napada�wii magnitogorskogo « metallurga » sergei moz�kin v matqe
s « avangardom » zabrosil pervu� xaibu v hl .forvard otliqils� v
seredine vtorogo perioda , sdelav sqet 2 : 1 v pol~zu piterskogo kluba
.dl� moz�kin stal 306 - m v regul�rnyh qempionatah hl i matq .vsego v
nynexnem sezone moz�kin provel 99 matqei v kotoryh nabral 112 ( 50 62
) oqkov pri pokazatele poleznosti 26 .p . s . « virtual~nyi bukmeker »
na sports .

The striker Magnitogorsk “metallurgist” Sergei Mozyakin in a match with
“Vanguard” threw the first Shiba in the KHL forward. He scored in the middle
of the second period, making the score 2: 1 in favor of the St. Petersburg club.
For Mozyakin he became 306th in the regular championships of the KHL and the
match. This season Mozyakin played 99 matches in which he scored 112 (50 62)
points with a utility score of 26 .p. s. "Virtual bookmaker" at sports.

TABLE A.2: Examples of summaries generated using BertSumOra-
cletAbs and BertSumOracleExtAbs models. They showed similar re-

sults, so we do not divide samples of summaries by models.
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PageRank+word2vec:
Oqen~ toqno zametil �ri� �irkov o tom, qto futbolistam CSKA
bylo absol�tno vse ravno, s kem igrat~, ved~ esli stavit~ samye
vysokie celi, to nado byt~ gotovymi popast~ na tret~� komandu an-
gli�sko� prem~er-ligi (tekuwee mesto) u�e na stadii 1/16 finala.
�xli �ng vorvals� v xtrafnu� plowad~, upal, nade�s~ na penal~ti,
no glavny� arbitr zan�l pravil~nu� pozici� i pokazyvaet, qto igroku
”Aston Villy” nu�no podnimat~s�.

Yuri Zhirkov noted that the "CSKA" players did not care who to play with,
because if you set the highest goals, you need to be ready to get on the third
team of the English Premier League (current place) already at the 1/16 final stage.
Ashley Young burst into the penalty area, fell, hoping for a penalty. Still, the chief
referee took the right position and shows that the player, “Aston Villa” needs to
rise.
PageRank+FastText:
Vagner p�tko� otdal m�q na Dzagoeva, tot vyvel Alekse� Berezuckogo
poqti odin na odin po centru, no zawitnik probil oqen~ ploho, napraviv
m�q mnogo pravee xtangi! Aldonin pokinul pole, B�rri oqen~ grubo
v�ehal emu po nogam, no arbitr ne udostoil togo da�e predupre�deniem!
Oqen~ toqno zametil �ri� �irkov o tom, qto futbolistam CSKA
bylo absol�tno vse ravno, s kem igrat~, ved~ esli stavit~ samye
vysokie celi, to nado byt~ gotovymi popast~ na tret~� komandu
angli�sko� prem~er-ligi (tekuwee mesto) u�e na stadii 1/16 finala.

Wagner put ball to Dzagoev with his heel, he brought Aleksey Berezutsky
almost one on one in the center, but the defender struck very badly, directing the
ball much to the right of the bar! Aldon left the field, Barry very roughly ran into
his legs, but the referee did not even dignify that with a warning! Yuri Zhirkov
noted that the "CSKA" players did not care who to play with, because if you set
the highest goals, you need to be ready to get on the third team of the English
Premier League (current place) already at the 1/16 final stage.
Gensim TextRank:
Oqen~ toqno zametil �ri� �irkov o tom, qto futbolistam CSKA
bylo absol�tno vse ravno, s kem igrat~, ved~ esli stavit~ samye
vysokie celi, to nado byt~ gotovymi popast~ na tret~� komandu an-
gli�sko� prem~er-ligi (tekuwee mesto) u�e na stadii 1/16 finala.
Hoqec� verit~ v to, qto Vagner Lav ne prosto prodol�it zabivat~, no i
ustanovit liqnoe dosti�enie, pobiv veqny� rekord �rgena Klinsmanna,
zabivxego v ramkah Kubka UEFA sezona - 1995/96 otliqils� v sostave
”Bavarii” 15 raz i pomog m�nhencam zavoevat~ poqetny� trofe�.

Yuri Zhirkov noted that the "CSKA" players did not care who to play with,
because if you set the highest goals, you need to be ready to get on the third
team of the English Premier League (current place) already at the 1/16 final
stage. I want to believe that Vágner Love will not only continue to score but also
set a personal achievement, breaking the eternal record of Jürgen Klinsmann, who
scored in the UEFA Cup of the season - 1995/96, scored 15 times in the Bayern
Munich and helped the Munich team win the honorary trophy.

TABLE A.3: Examples of summaries generated using extractive ap-
proaches: PageRank+word2vec, PageRank+fastText + Gensim Tex-

tRank.
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Segodn� u nas Liga Evropy. I dl� togo �e “Anderleht” matq segodn�
principial~ne�xi�. Qut~-qut~ ne popal Konstantin v vorota, obidno.
Vse-taki individual~noe i komandnoe preimuwestvo “Zenit” owuwaec�
oqen~ qetko . 2:0. duma� , igra sdelana .Proto spasaet komandu posle
udara Kanunnikova v upor ! 3:1 - vse kak v pervom matqe.

Today we have the Europa League. And for the same “Anderlecht” match
today is crucial. I almost got Konstantin through the gate, it’s a shame. Still, the
individual and team advantage of “Zenith” is felt very clearly. 2-0. I think the
game is done. Proto saves the team after hitting Kanunnikov point-blank! 3: 1 -
everything is like in the first match.
Sostav ispancev predskazuem do nepriliqi� , qto ne mo�et ne radovat~
poklonnikov �to� komandy . Vse opasnye momenty i goly matqa mo�no
budet posmotret~ v naxem bloge poehali. Vatq naqals�! In~esta
vryvaec� v xtrafnu�, prostrel na Torresa. V ka�do� atake on staraec�
byt~ aktivnym. Blistatel~ny� ta�m v ispolnenii Paragva�! No i sam
Andres nemnogo zamexkals�. Zameny �vno zreli, ispancam nu�ny goly.
Redkoe dl� ispansko� sborno� sobytie na �tom turnire. Pobeda v �tom
matqe stanet dl� ispanii istoriqeskim sobytiem.

The composition of the Spaniards is indecently predictable, which cannot but
please the fans of this team. All the dangerous moments and goals of the match
can be seen in our blog! The match has begun! Iniesta breaks into the penalty
area, backache on Torres. In every attack, he tries to be active. A brilliant half by
Paraguay! But Andres himself hesitated a little. Substitutions clearly matured,
the Spaniards need goals. A rare event for the Spanish national team in this
tournament. Victory in this match will be a historic event for Spain.
V bol~xinstve matqe� CSKA rexaet svoi problemy zadolgo do konca ,
odnako “Zenit” i “Loko” udivitel~no sinhronno ne da�t sboev .”Amkar”
aktivnee i interesnee provel naqalo matqa . Plotna� igra v centr .
A qto , oqen~ da�e �stetiqn , s afrikansko� tako� plastiko�. Fer-
nandesu dostalos , tol~ko nepon�tno, kak. Potomu qto raskrepowenny�
”Amkar” doma by , skoree vsego , zabil. Zawitnik sqital, qto on
obognal by Dumbi� v l�bom sluqae. Kanunnikov teper~ budet napr�gat~
oboronu CSKA v centre . ”Amkar” vr�d li mo�no v qem-to seb� uprekat~.

In most matches, CSKA solves their problems long before the end, however,
“Zenith” and “Loko” surprisingly synchronously do not fail. “Amkar” more
actively and interestingly started the match. Intense game in the center. And
that, very aesthetic, with such African plastic. Fernandez got tired, only it is
not clear how. Because the liberated “Amkar” at home would most likely have
scored. The defender believed that he would have overtaken Doumbia in any
case. Kanunnikov will now strain the defense of CSKA in the center. “Amkar” can
hardly be blamed for something.

TABLE A.4: Examples of summaries generated using Oracle model.



Appendix A. Examples of generated news 53

poluzawitnik « spartaka » demi de zeuv prokommentiroval rezul~tat
matqa 10 - go tura prem~er - ligi protiv « amkara » ( 1 : 1 ) . « my
dovol~ny rezul~tatom , potomu qto u nas byli momenty .nado otdat~
dol�noe « amkaru » .oni horoxo otygrali v atake , no nam ne hvatilo
iniciativu i propustili na kontratakah .v celom , � duma� , qto
pobedili » , citiruet zboa « sport - �kspress » . podrobnu� statistiku
matqa smotrite zdes~ .« spartak » [UNK] « amkar » vy mo�ete posmotret~
zdes~ . amkar .onlain sports . ru provel onlain - transl�ci� �togo matqa
.naqalo [UNK] v 17 . 00 po moskovskomu vremeni .tablica prem~er -
transl�ci� �toi igry .statistika krasno - ligistatistika prem~er -
transl�ciistatistika kryl~� sovetov » video tablica krasnodar~ rossii
« amkarom »statistika krasnyh turnirov krasno - ligepodrobna�ci�
matqa vy mo�ete proplstatistika rfplvideo

Spartak midfielder Demi de Zeuv commented on the result of the match of
the 10th round of the Premier League against Amkar (1: 1). "We are happy with the
result, because we had moments. We must pay tribute to the Amkar. They played
well in the attack, but we lacked the initiative and missed on the counterattacks.
In general, I think we won," sports - quotes zboa express. " see detailed statistics
of the match here. Spartak [UNK] Amkar you can see here. amkar .onlain sports.
ru spent onlain - broadcast of this match. the beginning [UNK] at 17. 00 Moscow
time. Prime table - broadcasting these games. Statistics red - linguistic statistics
Prime - broadcasting statistics wings of soviets »video table Krasnodar Russia“
Amkar ”statistics of red tournaments red - detailed match statistics you can play
statistics rfplvideo.
napada�wii ska aleksei �xin stal luqxim igrokom vystavoqnogo matqa
protiv « karoliny » ( 4 : 3 ) .na sqetu 36 - letnego igroka v �toi
vstreqe gol i dve rezul~tativnye peredaqi . 18 - letnii forvard
otmetils� dublem . v nynexnem sezone na sqetu koval~quka 4 ( 2 1 )
oqka v 18 igrah .podrobnu� statistiku vystuplenii igroka smotrite
zdes~ . sports . ru provel tekstovu� transl�ci� matqa .naqalo [UNK] v 19
. 00 po moskovskomu vremeni .soberite svo� komandu uvesi� » , [UNK]
citiruet hokkeista mo�no posmotret~ zdes~ .fantasy hockey .soqi - 2014
[UNK] soberite sobyti� soberi : finl�ndi� [UNK] soberi : b .soberite
sobyti� .uvedomleniem ! soberite tekstovyi onlain �togo matqa vy
mo�ete po rss�ndeks - transl�ci� �toi vstreqi . [UNK] vy mo�ete
progno - vid�ete posmotret~ zdes~a vy mo�ete proqitat~ zdes~ . p . s
.« virtual~nyi bukmeker » na stavkah bez riska novyi god v londone v
kaqestve glavnogo priza .sluhi : vaxa komanda meqty !« tribuna » na

striker ska alexei yashin became the best player of the exhibition match against
“carolina” (4: 3). On the account of the 36-year-old player in this meeting a goal
and two assists. An 18-year-old striker scored twice. this season, Kovalchuk has
4 (2 1) points in 18 games. For detailed statistics on the player’s performance,
see here. sports. ru conducted a text translation of the match. First [UNK] at 19.
00 Moscow time. Assemble your weight team ”, [UNK] quotes from the hockey
player can be seen here .fantasy hockey Sochi - 2014 [UNK] collect events collect:
Finland [UNK] collect: b. collect events. You can collect textual onlain of this
match by rssyandeks - broadcast this meeting. [UNK] you can forecast - you can
see here, you can read here. p. s. “virtual bookmaker” at risk-free bets for the new
year in London as the main prize. rumors: your dream team! “tribune” on

TABLE A.5: Examples of summaries generated using RuBERTABS
model.
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ispoln��wii ob�zannosti glavnogo trenera qelsi roberto di matteo
podelils� vpeqatleni�mi ot matqa 27 - go tura qempionata anglii s
uiganom ( 1 : 0 ) . � oqen~ dovolen .�ta niq~� byla oqen~ interesna�
igra .v koncovke pervogo taima my sozdali dostatoqno momentov , no
ne smogli realizovat~ svoi momenty .a v celom rezul~tatom � dovolen
niq~ei s uiganom .no � dovolen i igroi svoei igroi .� dovolen niq~� s
uiganom deistvoval oqen~ dovolen pobedoi , privodit slova di matteo
bbc .napomnim , qto matq s uiganom

Roberto di Matteo, acting head coach of Chelsea, shared his impressions of
the match of the 27th round of the championship of England with wigan (1: 0). I
am very pleased. This draw was a very interesting game. At the end of the first
period, we created enough moments, but could not realize our moments. On the
whole, I am satisfied with a draw with Wigan. But I am satisfied with my games
and my games. I am satisfied with a draw with Wigan acted very pleased with the
victories, leads the words di Matteo BBC. recall that the match with Wigan
forvard « an�i » diego tardelli deb�tiroval v sostave svoei novoi
komandy v matqe 18 - go tura prem~er - ligi protiv « manqester siti
» ( 2 : 1 ) . na 30 - i minute on vyxel na pole na pole vmesto odila
ahmedova .napomnim , qto mahaqkalinskii klub propustil v prem~er -
lige iz - za travmy .podrobnu� statistiku vystuplenii igroka smotrite
zdes~ .sports . ru provodit onlain - transl�ci� �togo matqa .naqalo [UNK]
v 21 . 00 po moskovskomu vremeni .sports , igra v 16 . ru provedet onlain -
transl�cii matqa

The forward Anji Diego Tardelli made his debut as part of his new team in
the match of the 18th round of the Premier League against Manchester City (2: 1).
at the 30th minute, he entered the field instead of Akhmedov. we recall that the
club missed the Makhachkala club in the Premier League because of an injury. For
detailed statistics on the player’s performance, see .sports here. ru holds online -
broadcast of this match. Start [UNK] at 21. 00 Moscow time .sports, the game is at
16. ru will conduct online - match broadcasts

TABLE A.6: Examples of summaries generated using BertSum-
Abs1024 model.
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glavnyi trener saturna anatolii baidaqnyi posle pora�eni� v matqe 19
- go tura prem~er - ligi s amkarom ( 0 : 1 ) za�vil , qto v �toi vstreqe
ego komande ne hvatilo gramotno .sopernik sozdal bol~xe momentov ,
qem v pervom taime .a vo vtorom taime , � duma� , igra byla ravnoi ,
skazal trener v �fire ntv - pl�s .podrobnu� statistiku �togo matqa
vy mo�ete posmotret~ zdes~ .pobeda byla ravna� , skazal baidaqnyi v
�fire telekanala sport - �kspress .videopodrobnee o proxedxei igre vy
mo�ete po

Saturn’s head coach Anatoly Baidachny after losing in the match of the 19th
round of the Premier League with Amkar (0: 1) said that his team did not have
enough competitors at this meeting. The rival created more moments than in the
first game. and in the second period, I think the game was equal, the coach said on
NTV - plus. You can see the detailed statistics of this match here. The victory was
equal, said the best on the air of the sports - express television channel. You can
learn more about the past game on
poluzawitnik « reala » krixtianu ronaldu oformil het - trik v pervom
taime matqa qempionata ispanii protiv « hetafe » ( 4 : 0 , vtoroi taim
) . takim obrazom , 29 - letnii havbek sbornoi portugalii zabil 7 - i
gol v sostave « slivoqnyh » . podrobnu� statistiku vystuplenii igroka
smotrite zdes~ . sports . ru textcyr - « » [UNK] « real » .naqalo [UNK]
v 18 . 30 po moskovskomu vremeni .sporc .tablica qempionata ispaniis-
tatistika qempionata ispaniipodrobna� statistika primerypodrobna�
i tablica qempionata ispanii

Real Madrid midfielder Cristiano Ronaldo scored a hat-trick in the first half
of the match of the championship of Spain against the “Getafe” (4: 0, second time).
Thus, the 29-year-old midfielder of the Portuguese national team scored 7 - and
a goal in the “cream”. detailed statistics of the player’s performance, see here.
sports. ru conducts online - broadcast of the match "Real Sociedad" [UNK] "Real".
The beginning of [UNK] at 18. 30 Moscow time .sports. Spanish championship
table Spanish championship statistics detailed statistics example detailed and
Spanish championship table

TABLE A.7: Examples of summaries generated using BertSumOra-
cletAbs and OracleEA models. They showed similar results, so we

do not divide samples of summaries by models.
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glavnyi trener cska dmitrii kvartal~nov prokommentiroval pobedu nad
« magnitkoi » ( 2 : 1 ) v tret~em matqe finala kubka gagarina .[UNK]
my znali , qto « magnitka » [UNK] oqen~ organizovanna� komanda .v per-
vom periode u nas bylo mnogo momentov , no my ih ne ispol~zovali .[UNK]

The head coach of CSKA Dmitry Quarterly commented on the victory over
“Magnitogorsk” (2: 1) in the third match of the final of the Gagarin Cup. [UNK] we
knew that “Magnitogorsk” [UNK] was a very organized team. In the first period,
we had a lot of points, but we didn’t use them. [UNK]
forvard « manqester �naited » u�in runi , avtor edinstvennogo gola
v matqe qempionata anglii protiv « n~�kasla » ( 1 : 0 ) , podelils�
vpeqatleni�mi ob igre .« my pobedili v t��eloi bor~be .naxei zadaqei
bylo zarabotat~ tri oqka , i my poluqili to , qto hoteli .u nas
byli momenty i v pervom taime , no my ih ne realizovali .no znali ,
qto momenty ewe budut .k sqast~� , �tot xans vypal mne , i � zabil
.bolel~wiki vsegda stav�t pod somnenie boesposobnost~ bol~xih klubov
, no my

Forward Manchester United Wayne Rooney, the author of the only goal in
the match of the championship of England against the Newcastle (1: 0), shared his
impressions of the game. “We won in a difficult fight. Our task was to earn three
points, and we got what we like. we had moments for the first time, but we didn’t
realize them. but we knew that there would still be moments. fortunately, this
chance fell on me, and I scored.
poluzawitnik « barselony » i sbornoi ispanii havi posle matqa kvali-
fikacii evro - 2012 s qehiei ( 2 : 1 ) za�vil , qto ego komanda zaslu�i-
vala bol~xego .« my proveli horoxii matq , vladeli iniciativoi , no
sopernik deistvoval uverenno .vo vtorom taime my deistvovali poluqxe
, no v zaverxa�wei stadii my deistvovali ne tak , kak hotelos~ by »
, [UNK] citiruet havi goal .com .otmetim , qto matq s qehiei stal dl�
ispancev qetvertym v sostave sbornoi ispanii .
the midfielder of Barcelona and the Spanish national team, Xavi, after the Euro 2012
qualification match with the Czech Republic (2: 1), said his team deserved more.
“We had a good match, we had the initiative, but the opponent acted confidently.
in the second time we acted better, but in the final stages, we didn’t act as we would
like, ”[UNK] quoted goal.com Xavi. We note that the match with the Czechs was
the fourth for the Spaniards in Spain.

TABLE A.8: Examples of summaries generated using AugAbsTh
model.
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glavnyi trener « xahtera » mirqa luqesku prokommentiroval pobedu
nad kievskim « dinamo » ( 2 : 0 ) v matqe 25 - go tura qempionata
ukrainy . « igra byla oqen~ t��ela� .t��ela� , qto my sozdali mnogo
opasnyh momentov , sozdali mnogo momentov .vo vtorom taime my ne
smogli realizovat~ qislennoe preimuwestvo .posle pereryva my stali
deistvovat~ aktivnee » , [UNK] skazal luqesku v �fire telekanala «
futbol » .« xahter » obygral « qernomorec » . sports . ru provodil
tekstovu� onlain - transl�ci� �togo matqa .

Shakhtar head coach Mircea Lucescu commented on the victory over Dy-
namo Kyiv (2-0) in the match of the 25th round of the Ukrainian championship.
"The game was very difficult. It was difficult that we created many dangerous
moments, created many moments. The second time, we could not realize the
numerical advantage. After the break, we began to act more actively," [UNK] told
Lucescu on the television channel Football. Shakhtar beat Chernomorets. sports.ru
conducted a text online - broadcast of this match.
33 - letnii poluzawitnik « qelsi » fr�nk l�mpard dosroqno pokinul
pole v matqe 3 - go tura qempionata anglii protiv « norviqa » ( 2 : 1 ) .
v seredine pervogo taima l�mpard poluqil travmu i poprosil zamenu .na
37 - i minute vmesto nego vyxel floran maluda . podrobnu� statistiku
vystuplenii igroka vy mo�ete posmotret~ zdes~ .sports . ru vedet onlain -
transl�ci� matqa « norviq » [UNK] « qel� » .videoonlainnaqalo [UNK]
v 19 . 00 po moskovskomu vremeni .tablica prem~er - ligistatistika
prem~er - ligi

Frank Lampard, the 33-year-old Chelsea midfielder, left the field ahead of
schedule in the match of the 3rd round of the championship of England against the
Norwich (2: 1). in the middle of the first time, the Lampard was injured and asked
for a replacement. on 37 - and a minute a Floran of Malouda came out instead. You
can see detailed statistics of the player’s performance here .sports. ru leads online
- broadcast of the match “Norwich” [UNK] “Chelsea.” videoonlainstart of [UNK]
at 19. 00 Moscow time. Premier League statistics table Premier League

TABLE A.11: Examples of summaries generated using Bert-
SumExtAbs model.
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